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மேலசியமேலசியமேலசியமேலசிய ᾚலᾷெதாழி᾿ᾚலᾷெதாழி᾿ᾚலᾷெதாழி᾿ᾚலᾷெதாழி᾿ அைமᾲச᾽அைமᾲச᾽அைமᾲச᾽அைமᾲச᾽  
டᾷேதாடᾷேதாடᾷேதாடᾷேதா டாᾰட᾽டாᾰட᾽டாᾰட᾽டாᾰட᾽ எῄஎῄஎῄஎῄ.ᾆᾺரமணியΆᾆᾺரமணியΆᾆᾺரமணியΆᾆᾺரமணியΆ அவ᾽களிᾹஅவ᾽களிᾹஅவ᾽களிᾹஅவ᾽களிᾹ வா῁ᾷᾐᾲெசᾼதிவா῁ᾷᾐᾲெசᾼதிவா῁ᾷᾐᾲெசᾼதிவா῁ᾷᾐᾲெசᾼதி 

தமி῁ இைணய மாநாᾌ இῂவாᾶᾌ ெஜ᾽மனியி᾿ நைடᾺெபᾠவைத எᾶணி மகி῁ᾲசியைடகிேறᾹ. 

தமி῁ கணினி வள᾽ᾲசிᾰᾁΆ தமி῁ ெமாழியிᾹ வள᾽ᾲசிᾰᾁΆ இைணய மாநாᾌக῀ ᾙᾰகிய பᾱகாιறி 
வᾞவᾐ அறிᾸᾐ மகி῁கிேறᾹ. தமி῁ ெமாழி வளமான ெமாழி எᾹபᾐ அைனவᾞᾰᾁΆ ெதாிᾜΆ, 
வளமான இΆெமாழிைய அᾌᾷத தைலᾙைறயினᾞᾰᾁ ெகாᾶᾌ ெச᾿ᾤΆ கᾞவிᾜΆ 
ெதாழி᾿ᾒ᾵பᾙமாக கணினிᾜΆ இைணயᾙΆ திக῁கிᾹறᾐ. இᾷெதாழி᾿ᾒ᾵பᾷைதᾰ ெகாᾶᾌ 
தமிᾨᾰகாக சீாிய பணிக῀ ஆιறி வᾞΆ தமி῁ இைணயΆ 2009 ஏιபா᾵ᾌᾰ ᾁᾨவினைர மனᾙவᾸᾐ 
வா῁ᾷᾐகிேறᾹ. தமி῁ தகவ᾿ ெதாழி᾿ᾒ᾵பᾷதிιகான அைனᾷᾐலக மᾹறமான உᾷதமᾙΆ, 
ெஜ᾽மனியி᾿ அைமᾸᾐ῀ள ேகாலᾹ ப᾿கைலᾰகழகᾷதிᾹ தமி῁ ஆᾼᾫ ைமயᾙΆ இைணᾸᾐ நடᾷᾐΆ 
இΆமாநாᾌ எ᾿லா வைகயிᾤΆ சிறᾺᾗடᾹ நைடᾺெபற எᾹᾔைடய வா῁ᾷᾐக῀. 
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மேலசியமேலசியமேலசியமேலசிய, ᾂ᾵டரᾆᾂ᾵டரᾆᾂ᾵டரᾆᾂ᾵டரᾆ பிரேதசபிரேதசபிரேதசபிரேதச ᾐைணᾐைணᾐைணᾐைண அைமᾲச᾽அைமᾲச᾽அைமᾲச᾽அைமᾲச᾽  
டᾷேதாடᾷேதாடᾷேதாடᾷேதா சரவணᾹசரவணᾹசரவணᾹசரவணᾹ அவ᾽களிᾹஅவ᾽களிᾹஅவ᾽களிᾹஅவ᾽களிᾹ வா῁ᾷᾐᾲெசᾼதிவா῁ᾷᾐᾲெசᾼதிவா῁ᾷᾐᾲெசᾼதிவா῁ᾷᾐᾲெசᾼதி 

தமி῁ᾰ கணினி வள᾽ᾲசி எᾹபᾐ இᾹᾠ தமி῁ ெமாழி வள᾽ᾲசியி᾿ ᾙᾰகிய ᾂறாக விளᾱகி வᾞகிறᾐ. 
எதி᾽வᾞΆ அᾰேடாப᾽ 23 ெதாடᾱகி 25 வைர ெஜ᾽மனியி᾿ நைடᾺெபற உ῀ள தமி῁ இைணய 
மாநா᾵ᾊιᾁ வா῁ᾷᾐ ெதாிவிᾺபதி᾿ ம᾵டιற மகி῁ᾲசி மகி῁கிேறᾹ. தமி῁ தகவ᾿ 
ெதாழி᾿ᾒ᾵பᾷதிιகான அைனᾷᾐலக மᾹறமான உᾷதமᾙΆ, ெஜ᾽மனியி᾿ அைமᾸᾐ῀ள ேகாலᾹ 

ப᾿கைலᾰகழகᾷதிᾹ தமி῁ ஆᾼᾫ ைமயᾙΆ இைணᾸᾐ நடᾷᾐΆ இΆமாநாᾌ எ᾿லா வைகயிᾤΆ 
ெவιறி ெபᾠΆ எᾹபᾐ திᾶணΆ. இᾐவைர ெசᾹைன (1997, 1999, 2003), சிᾱைக (2000, 2004), 
மேலசியா (2001), அெமாிᾰகா (2002) நைடᾺெபιᾠ῀ள இΆமாநாᾌ, இῂவாᾶᾌ ᾗலΆ ெபய᾽Ᾰத 
தமிழ᾽க῀ அதிகΆ வாᾨΆ ஐேராᾺபாவி᾿ நைடᾺெபᾠவᾐ தமி῁ ெமாழியிᾹ வள᾽ᾲசிᾰᾁ விைரவாக 
விᾷதிᾌΆ. 2001-᾿ ம.இ.காவிᾹ உதவிᾜடᾹ ேகாலாலΆᾘாி᾿ நைடᾺெபιற தமி῁ இைணய 
மாநா᾵ᾊைன ெபᾞமிதᾷᾐடᾹ திᾞΆபி பா᾽கிᾹேறᾹ ‘கணினி வழி காᾶேபாΆ தமி῁’ எᾔΆ 
கᾞᾺெபாᾞளி᾿ நைடᾺெபறவிᾞᾰᾁΆ இΆமாநாᾌ தமி῁ தகவ᾿ ெதாழி᾿ᾒ᾵ப உலகி᾿ ஏιப᾵ᾌவᾞΆ 
சவா᾿கைளᾜΆ மாιறᾱகைளᾜΆ ஒᾞᾱேக ஆராᾼᾸᾐ தீ᾽விைன ெகாᾶᾌ வᾞΆ என ெபாிᾐΆ 
எதி᾽பா᾽கிᾹேறᾹ 

தமி῁ இைணயΆ 2009 சிறᾺபாக நைடᾺெபற சீாிய பணிக῀ ஆιறி வᾞΆ ஏιபா᾵ᾌᾰ ᾁᾨவினைர 
மனᾙவᾸᾐ வா῁ᾷᾐகிேறᾹ.  
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Prof. M. Anandakrishnan 

Chairman, IIT-Kanpur & Science City, Chennai,  

Tamilnadu Chair, INFITT 2000-2003 

 

 

Cologne INFITT Conference Reflects Optimism with Realism 

Starting from late seventies and early eighties, the developments in personal computers provoked a 

number of Tamil professionals to undertake significant efforts to achieve incorporation of Tamil 

language in computers and the fledgling internet. Most of them like Srinivasan, from Quebec, Canada 

and Kalyanasundaram from Lausanne, Swizerland and many others like them were not formally 

trained computer professionals. Some like Muthu Nedumaran from Kuala Lumpur, Malaysia were 

computer experts with accomplishments in language computing. There were many others like them in 

France, Germany, USA, Canada, Australia, Singapore, Malaysia, Sri Lanka and India.  

Their initial contributions were mostly boot-strapping part-time efforts out of genuine enthusiasm but 

had very little scope for exchange of ideas. By late eighties, the degree of incompatibility among these 

efforts rendered the value of their contributions mainly local and limited. They did not subscribe to 

the prevailing international standards either because of their not being aware of them or due to 

serious disagreement with them.  

The first initiative to identify the dimensions of disorder in Tamil computing was taken in 1997 in a 

conference in Singapore convened by Na. Govindaswami. The meeting consisted of some forty 

concerned persons mostly from Singapore, Malaysia, Sri Lanka and India. The issues raised at this 

meeting were further articulated in the conference in Chennai in Feb.1999. 

Since the Chennai conference was attended by senior government leaders from Malaysia, Mauritius, 

Sri Lanka, Singapore and India along with a number of experts and officials from these countries as 

well as the experts in language computing from several other countries such as USA, France, UK, 

Germany, Switzerland, Australia and so on, there was some hope that solutions can be found for some 

of the issues raised in Singapore meeting. No doubt there were some agreements like Tamilnet-99 

keyboard and encoding for TAB and TAM Tamil Characters. At the same time there was a sense of 

non-fulfillment of many other crucial tasks. This conference had the enthusiastic support of Kalaigner 

Karunanithi, the Chief Minister of Tamil Nadu and active propulsion by (late). Thiru Murasoli Maran, 

then Member of Parliament. As fallout of this conference, Tamil Nadu got a Tamil Virtual University, 

the Tamil Software Development Fund and more substantially the attention of policy makers, 

government officials, academic institutions and business community on the value of promoting Tamil 

Computing in multiple fronts. 

At this stage there was a keen recognition to give an institutional foundation for continued attention 

to the emerging developments in Tamil Computing and Internet applications. Mr. Thondaman, a 

Minister in Sri Lanka Cabinet, extended an invitation to a few of the representative participants at 

Chennai conference to visit Sri Lanka and interact with their experts. The delegation, consisting of 

persons from India, Singapore, and Malaysia and visited Sri Lanka. It was during this visit that the 

organizational framework called INFITT was evolved. Even as the rules and regulations for INFITT 
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were being evolved, thanks to the dynamic initiatives of Arun Mahiznan and A. Narayanan with the 

able support of Prof. Tan Tin Wee, a home base in Singapore was established with generous support 

from Singapore Government. The existence of this base was in a large measure responsible for 

propelling more INFITT Conferences in different countries, as well as creation and maintenance of the 

INFITT website and a home for sharing information, and archiving the documents and proceedings.  

It is axiomatic that no major initiative relating to Tamil Community will be free from serious 

controversies - some political, some philosophical and occasionally personality differences. It is a 

matter of satisfaction that INFITT has survived all these occurrences. The Tamil Community is 

suddenly waking up to all the missed opportunities after realizing how far Tamil language is falling 

behind many other languages. It is evident from the degree of enthusiasm and cooperation seen in 

putting together the Cologne Conference, thanks to the proactive initiatives of the present INFITT 

managers, particularly Kalyan and Kaviarasan. The agenda and the papers reflect the current 

international realities in terms of technologies and applications as also a high degree of optimism. I 

hope that the recommendations of Cologne conference will be further elaborated in the World Tamil 

Conference in Tamil Nadu among the World Tamil Leaders and experts. Given the nature of 

preparations and responses I am highly confident of the successful outcome of the cologne INFITT 

deliberations. 

The Cologne Conference, I hope, will be a landmark event setting the challenging agenda for the next 

decade enlisting the world wide co-operation among the Tamil community and the Computer 

professionals. Already there are many breakthroughs in harnessing the power of technologies for 

Tamil applications such as News Portals, Voice Recognition and several areas of human computer 

interaction. The tone set by this conference and the spirit fostered at this time will go a long way in 

realizing many dreams. 
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Mr. Muthu Nedumaran 

Murasu Systems, 

Kuala Lumpur, Malaysia 

Chair, INFITT 2003-2007,  

Vice-Chair INFITT 2000-2003 

 

Technology evolves very rapidly and we do not want Tamil to be in catch-up mode all the time. We 

need to think ahead, understand the ground rules and move forward so that Tamil is always ready 

when ground-breaking technology reaches the user community across the globe. 

In this light, it is heartening to see INFITT continuing to organize the Tamil Internet Conferences 

(TICs). This is certainly reflective of the mission with which we started INFITT and of the spirit in 

which we organized the previous conferences. 

I am also pleased to see that the 8th conference will be the first TIC in Europe. This gives us an 

opportunity to study and explore usage of Tamil IT and specific needs there may be in this geography. 

The Internet has made the world so small. Co-existence with other languages and cultures on a single 

application is no longer a novelty but a necessity. Let us take advantage of the Cologne TIC to make 

Tamil seamlessly co-exist with the rest of the world scripts and be readily available in all new and 

emerging platforms. 

I take this opportunity to congratulate and thank Kalyan, the chair of INFITT, and his team to make 

this conference possible. 
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Mr. Arun Mahizhnan 

Institute of Policy Studies, 

Singapore 

Executive Director, INFITT 2000-2007 

 

 

தமி῁ இைணய மாநாᾌ ஐᾸதாᾶᾌகᾦᾰᾁᾺபிᾹ மீᾶᾌΆ நைடெபற இᾞᾺபᾐ எனᾰᾁᾺ 
ெபᾞமகி῁ைவᾷ தᾞகிறᾐ. க᾿யாᾶ, வாᾆ தைலைமயி᾿ ᾂᾊயிᾞᾰᾁΆ இᾸத மாநாᾌ இைணயᾷ தமி῁ 
எதி᾽ேநாᾰகியிᾞᾰᾁΆ ெதாழி᾿ᾒ᾵பᾲ சவா᾿கᾦᾰᾁᾷ தீ᾽ᾫ காᾶபேதாᾌ உᾷதமΆ இனிᾲ ெச᾿ல 
ேவᾶᾊய ேநாᾰைகᾜΆ ேபாᾰைகᾜΆ ெதளிவாᾰᾁΆ எᾹᾠ நΆᾗகிேறᾹ. ஒᾹபᾐ ஆᾶᾌகᾦᾰᾁ ᾙᾹ 
நிᾠவᾺப᾵ட உᾷதமΆ அᾌᾷத ஆᾶᾌ தனᾐ பᾷதாவᾐ வயைத எ᾵டவிᾞᾰகிறᾐ. அᾐ ஒᾞ ᾙᾰகியமான 
காலᾰ க᾵டΆ. அᾸத மகி῁ᾲசியான ேநரᾷதி᾿ நாெம᾿ேலாᾞΆ ெபᾞைம ெகா῀ளᾷ தᾰக வைகயி᾿ ஒᾞ 
சில தி᾵டᾱகளிᾹ சாதைனகைள நாΆ மᾰக῀ ᾙᾹ ைவᾰக ேவᾶᾌΆ. அᾸதᾲ சாதைனகᾦᾰᾁ அᾊᾰக᾿ 
இᾸத மாநா᾵ᾊ᾿ நிᾠவᾺபட ேவᾶᾌΆ எᾹபᾐ எᾹᾔைடய தா῁ைமயான ேவᾶᾌேகா῀.  

ெஜ᾽மானியᾺ ேபராசிாிைய உ᾿ாிᾰகா நிᾰலாῄ உதவிேயாᾌ நைடெபᾠΆ இᾸத மாநாᾌ பல நா᾵ᾌᾷ 
தமிழ᾽கைளᾜΆ தமி῁ இைணய ஆ᾽வல᾽கைளᾜΆ ஒᾹᾠ ᾂ᾵ᾊᾜ῀ளᾐ. இᾸத ேவைளயி᾿, இᾸத 
மாநாᾌ சிறᾺபாக நடᾸேதறᾲ சிᾱகᾺᾘ᾽ᾷ தமிழ᾽களிᾹ சா᾽பாக அவ᾽தΆ வா῁ᾷᾐᾰகைளᾷ ெதாிவிᾷᾐᾰ 
ெகா῀கிேறᾹ. 

அᾹᾗடᾹ, 

அᾞᾶ மகி῁நᾹ  
 

I’m truly delighted to see the revival of INFITT’s annual conference since the last one in Singapore in 

2004. The INFITT conferences have always functioned as a gathering place for Tamil Internet experts 

and enthusiasts and as an intellectual forum to discuss common issues and share success stories. I’m 

sure the meeting in Koeln would once again offer the collegiate and constructive forum that we need 

to engage the issues that have accumulated in the last five years. I’m very encouraged by the large 

number of papers that have been submitted to the conference and I’m confident that under the 

leadership of Kalyan and Vasu the conference would yield commendable results. 

It would also be a great occasion to renew old friendships and forge new ones. I want to pay a special 

tribute to Prof Ulrike Niklas and her Institute of Indology and Tamil Studies (IITS) of the University of 

Koeln for making this conference possible. It reminds me of how another non-Tamil, Prof Tan Tin Wee 

of the National University of Singapore, together with fellow Singaporean Naa Govindasamy seeded 

the very first Tamil Internet conference in this series, held in Singapore in 1997. The Tamil Internet 

community is fortunate to count among its ardent supporters people like Ulrike and Tin Wee.  

On behalf of my fellow Singaporeans who helped in the birth of INFITT in Singapore in 2000 and who 

supported the INFITT Secretariat till 2004, I want to offer our congratulations and best wishes to 

Kalyan and his able team for organising the 8th Tamil Internet Conference.  

Arun Mahizhnan 
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A Global Movement for an Ancient Language in the Internet age 

Tan Tin Wee 

All the world’s our neighbourhood, all peoples our kinsmen 

In the pre-recorded history of mankind, the invention of language signified a major 

milestone but the written form of language provided the basis for the recording of 

history and culture for the benefit of those to come. Geographically bound by word 

of mouth and limitations of travel, the spread of local language to faraway lands 

was first by the vehicle of migration, then by the written word, the printed word, 

and more recently by the advent of the Internet and the World Wide Web. How 

can an ancient language such as Tamil be carried by this new wave of change?  

As a person of Chinese origin, with English as my first language and Mandarin Chinese as my second 

language in school, and Hokkien a Chinese dialect as the mother tongue, I could by 1991, immediately 

adapt to the technologies of email, and then gopher (1992), and finally the Web (1993), first in English, 

and then in the written form of Chinese (1994), both in traditional and simplified versions. Chinese 

traditions, culture and language could survive in this new age of the Internet because we were one of 

the first to develop tools to convert the written electronic form of Chinese into online Web images of 

Chinese characters and display it on the Web in 1995. But what of those without this facility? 

As a Singaporean, grilled as a child in our daily national pledge, “regardless of race, language or 

religion to build a democratic society based on justice and equality”, it was natural for us to do the 

same for the other languages of our fellow countrymen, Malay and Indian languages, starting with 

Tamil. Malay was anglicized and easy, but Tamil lacked a standard universally accepted keyboard 

and a universal encoding. Email sent in one encoding required the same keyboard software to 

visualize and respond to, or else everything looked computer gibberish. The Tamil Unicode block was 

not acceptably usable for Tamil readers and writers.  

How are we to declare ourselves proudly Singaporeans on the Internet if we did not plant a 

multilingual flag on the Internet, as a multilingual and a multiracial society? Our National InfoMap 

(www.sg) in 1994 was just in plain English. As the then manager of the first Internet provider for 

Singapore, Technet, the responsibility fell on my shoulders to drive this initiative forward. It was 

destiny that brought me to Naa Govindasamy, a Tamil poet and teacher at our Singapore National 

Institute of Education, and in his spare time, an inventor and technopreneur.  

The first and the most important thing Naa Govindasamy gave me was the solution to put Tamil on 

the Internet. His language-optimized Kanian keyboard, fonts and software provided the inspiration to 

put the Tamil language on the Web. Working together in partnership with my trusty staff, Mr Leong 

Kok Yong, we put up PoemWeb containing Asian poems and most significantly, our National Pledge, 

in all four official languages of Singapore on a single webpage, English, Chinese, Malay and Tamil. 

Launched by none other than the then President of the Republic of Singapore, Mr Ong Teng Cheong, 

we had planted our multilingual flag on the Internet using Unicode encoding and automated text-to-

image conversion by 1995. Next was a Java input engine, JIME, in 1996, followed by the invention of 

multilingual Internationalized Domain Names (IDNs) in 1998 in with domain names would be 

rendered operational in Tamil. 
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Secondly, it was Naa Govindasamy’s vision that led us to convene the first Tamil Internet conference 

at the National University of Singapore in 1997. One fine day, he accosted me with this idea that he 

could pull off an international conference for Tamil Internet if I could provide him with the logistics. 

He had this vision of unifying Tamil language keyboard, input system, font display, email and web 

applications and making them all fully interoperable on the Internet.  

To achieve it, he had to gather all key players in the field, from Professor Harold Schiffman to 

Professor M Anandakrishnan, from Sujatha, to Maalan and, most generous of all, his own competitors 

in Tamil software. He had the sponsorship and the support of many, including S Maniam. All we had 

to do was to execute it. 1997 was a big success. That success led us to think of strengthening the local 

organization for Tamil Internet activities. We consulted some key leaders, including Mr S R Nathan 

(who shortly thereafter became President of Singapore) and that process brought in Mr R Ravindran, a 

Member of Parliament as an Advisor and, at my invitation, Arun Mahizhnan to lead the organization 

together with Naa Govindasamy and Maniam. Unfortunately, Naa Govindasamy passed away most 

unexpectedly.  

However, I was heartened to see that Naa Govindasamy’s vision and legacy were enshrined in the 

subsequent Tamil Internet Steering Committee set up by the Singapore government and co-chaired by 

Mr Ravindran, MP and Arun Mahizhnan, with S Maniam as Secretary and myself as an Advisor. I was 

even more gratified when TISC was able to join hands with Tamil Internet enthusiasts all over the 

world to set up the International Forum for IT in Tamil (INFITT) in Singapore with Professor 

Anandakrishnan as Chair, Arun Mahizhnan as the Executive Director and Nara Andeappan as 

Administration Executive. I had the privilege of being appointed as an Advisor.  

For me it was the culmination of a long effort started serendipitously with a stranger but concluding 

with many new and deep friendships and the satisfaction of having played a small role in enabling an 

ancient language enter the internet age. This year is the 10th Anniversary of his passing, and it 

continues to be my privilege and blessing to be part of the unfolding of his visionary ideas. He may be 

no more, but his spirit of universal endeavour and brotherhood lives on within our hearts. 

For it is all of you, my friends and my brothers and sisters who have made Tamil Internet Chennai 

1999, Singapore 2000, Kuala Lumpur 2001, Foster City 2002, Chennai 2003, Singapore 2004, and now 

Koeln 2009, a continuing legacy of success. It is my privilege to have worked closely in the past in 

addition to all the names listed above, with super-enthusiastic colleagues such as Mrs Devi 

Balasundaram, Muthu Nedumaran, Dr K Kalyanasundaram, who was later to go on to win the 

Sundara Ramasamy Award for Tamil Information Technology in 2008 for contributions in Tamil fonts, 

font encoding standards such as TSCII, Project Madurai and Chairmanship of INFITT. It is all of you 

who have moved forward with the formation and the growth of INFITT, to realize the vision of a 

strong and vibrant ancient language in a modern medium, uniting people in its wake. 

I had said in my speech in Foster City TI2002, and I repeat it at Koeln 2009 because it is all the more 

appropriate: Since we have been enlightened by the vision of wise, we would not be amazed by the 

great in their glory, and we would even less despise the meek. Today, INFITT needs your support to 

realise its dream.  

Everyone – both meek and great – needs to get involved, from those like me who don’t speak Tamil at 

all or very well, to those who are experts. As we break down artificial barriers, and together, advance 

the cause of an ancient Language dear to us all, it is my privilege to recall Professor Hart’s bilingual 
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rendering of the great poet Kaniyan Punkundranar, As my best friend S Subbiah’s mother gave me a 

hug before I came into this hall in Foster City, I could not but feel: Your world is my world, and mine 

yours, you are my family.(Yaathum oore, Yavarum Kelir) 

Let’s all work together in INFITT as one family, and build a better tomorrow for Tamil Internet. Have 

a wonderful 2009 conference in Cologne! 

Nandri, Vannakkam 
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Dr. K. Kalyanasundaram 

Chair, INFITT 2007-Lausanne, Switzerland 

Chairman, INFITT 

 

 

Amongst Indian languages Tamil stands unique due to its large Diaspora population and a distinct 

status as a state-recognized language in many countries of the world. Tamil language has a long 

history dating back to two thousand years. In addition to the evolution of the script of the language 

over this long period, there has been an evolution in the methods by which the rich cultural, literary 

heritage and traditions are passed on from one generation to the next. So we have Tamil history 

preserved and propagated in caves, copper plate inscriptions to palm leave manuscripts to printed 

books published during the last century. 

At the present transition to 21st century, we are heading towards another technology based 

preservation and propagation of our language and its cultural and literary heritage. Computers and 

internet have become parts of our life and as principal means of communication and information 

interchange. In this context, non-profit global body, “International Forum for Information Technology 

for Tamil” (INFITT) has an important role to play in helping development of required hardware, 

software and related standards. Through several technical working groups and international 

conferences, INFITT is trying to bring together main technology developers from academia, IT 

industries and free lancers. We are pleased to organize "Tamil Internet 2009" in Cologne, Germany as 

the 8th International Conference of the series started in 1997. The slogan for this conference "கணி வழி 
காᾶேபாΆ தமி῁” (kaNi vazi kANpOm tamiz) reflects our commitment to take Tamil language, its 
literary and cultural heritage to its next level through the use of computers and Internet. We are also 

pleased that the conference is being hosted by a premier European Institute for Teaching and 

Scholarly Research in Tamil, viz, the Institute of Indology and Tamil Studies of the University of 

Cologne, Germany  

We are extremely pleased that, in spite of severe global recessions, response to our call-for-papers has 

been tremendous. With paper presenters coming in large numbers from India, Sri Lanka, Malaysia, 

Singapore, countries of Europe and North America, our initial plans to hold a mini-Tamil Internet 

Conference for two days have to be expanded to having two parallel tracks. We look forward to more 

than 50 technical papers presented and discussed in nearly all key areas of Tamil Computing and 

Tamil Internet as we see it evolving today. On behalf of the entire body of INFITT, I take this 

opportunity to welcome all the conference participants to Cologne and wish them a very enjoyable 

and productive conference. 
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Universität zu Köln 
Institut für Indologie und Tamilistik 

Geschäftsführende Direktorin: Prof. Dr. Ulrike Niklas 

Pohligstr. 1, D- 50969 Köln, 

Telefon (0221) 470-5346 / 5345, Fax (0221) 470-5385, E-Mail: u.niklas@uni-koeln.de 

http://www.indologie.uni-koeln.de 

In the year 2000, while I was an Assistant Professor at the South Asian Studies 

Programme at NUS in Singapore, I first came into contact with INFITT during 

the conference held at Singapore that year. Ever since, I kept contacts and 

friendships with people I had met during that event, and I ardently followed 

on the WWW the development of Tamil computing, made possibile by this 

organization. 

I feel proud and thankful that INFITT gives me the opportunity to host this 

year’s Conference at Cologne University. My special thanks go to Kalyan who 

first convinced me that we would be able to do it, and who afterwards 

shouldered most of the more complicated organisational work – leaving to me only those things that 

have to be done here in Cologne itself. 

Hosting this conference in Cologne coincides well with the new “India-Initiative” of both, the City of 

Cologne and its University. During the last few years, several big IT companies from India have 

chosen Cologne as their European “home”, and the University is at present developing its ties to India 

through MOUs and through offices set up in Delhi, Bangalore and Pondicherry. 

On behalf of the City of Cologne and its University, I extend a warm welcome to the delegates from all 

over the world. Let us do our best to make this conference a success!  
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Vasu Renganathan 

Department of South Asia Studies 

University of Pennsylvania 

Philadelphia, PA 19104 U.S.A. 

Conference Program Committee Chairman 

 

It is heartening to note that the organization of the International Forum for Information Technology 

for Tamil (INFITT) formed a dedicated and powerful community around the world that thrives for the 

betterment of the field of Information Technology in Tamil. When we conducted a similar INFITT 

conference in 2000 in Singapore this field was in its offspring stage and there were only very limited 

number of papers read in almost all of the areas namely E-texts, computational linguistics, natural 

language processing, computer assisted Tamil teaching and so on. In comparison, this conference 

proceedings, which carries around fifty papers in ten different subfields, demonstrates the state of the 

art innovations in Tamil information Technology. The papers in this book are divided into ten 

different topics namely a) Computer Assisted learning and Teaching of Tamil, b) Tamil Diaspora: 

Teaching Tamil as a second language and impact of technology, c) Tamil Portal, Aggregator and 

Wikipedia, d) Tamil localization, keyboards and open source software, e) Natural Language 

Processing: OCR, Information Retrieval and Artificial Intelligence , f) Tamil in handheld and mobile 

phones, g) Preparation E-Texts, Corpora, Search Engines, h) Computational Linguistics, i) 

Development of Morphological Tagger, and j) Database of Tamil technical terms, glossaries and 

dictionaries.  

It has now become a fact that Learning Tamil as a second language implies the use of electronic 

resources, and simply using books and audio tapes, as we always had in the past, does not become a 

fruitful methodology for language pedagogy any more. Around twenty papers included in this book 

on this topic demonstrate various techniques and methodologies for how to use computers efficiently 

and productively in second language curriculum. The papers included in the topics on Tamil Portal, 

Tamil localization and keyboard standards demonstrate as to how internet became an important 

resource for information dissemination and how the tools that are available now for Tamil are 

exceptional in nature.  

With the standard set for Tamil fonts via Tamil Unicode a completely new world of viewing electronic 

Tamil texts and making web portals emerged and it paved the ways very simple even for the lay 

computer users. This is obvious from the extensive use of Tamil in email communications, bloggers, 

websites, online electronic magazines and so on. One of the major advantages of conducting research 

in Tamil using electronic resources is looking at the data from various dimensions, which is not 

otherwise possible using the hard copies such as books. The papers that are included under the 

section on Tamil Web portals describe in detail how this tradition grew over the years. A quick 

example would be searching for the word ெமாழி in the entire canon of Tamil texts from Sangam to 
modern Tamil, one would immediately notice how this word went through a transformation of 

meanings such as ‘to utter’, ‘speech’, ‘sayings’ and so on and finally to mean ‘language’. With 

electronic approach, facts like this are comprehensible instantaneously. 

The papers on the topics of E-texts, Corpora, electronic dictionaries, glossaries and search engines 

describe many revolutionary methods of using Tamil electronic materials. These papers reveal how 
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any Tamil research conducted without using electronic resources can easily become handicapped in 

furnishing appropriate facts in the respective field. This is true with respect to not only for studying 

the canon of texts from Sangam, medieval and modern Tamil, but also for studying Tamil inscriptions 

and palm-leaf manuscripts, which preserve a depth of knowledge about our precious Tamil tradition 

from time immemorial. Study of these texts has become immensely simple, and the papers included in 

this topic demonstrate it very meticulously. The researchers who devote their entire professional time 

on digitizing and researching Tamil literatures, inscriptions, modern Tamil texts etc., describe their 

findings in the papers that are included in this section. The papers on electronic dictionaries, 

glossaries and online databases demonstrate how the kind of facts that are derived from the nature of 

Tamil words, sentences, texts etc., were possible only with the advent of Tamil electronic resources, 

and how such facts could not have been discovered without this medium of research. 

Not to mention the fact that studying Tamil language through the eyes of electronic bytes laid a 

foundation for the emergence of new fields of Natural Language Processing, Artificial Intelligence and 

Computational Linguistics. A complete array of papers included under these topics illustrate inspiring 

works related to Tamil on Optical Character Recognition, computer analyzing of Tamil words and 

sentences, Tamil text to speech, English to Tamil translation, sentence generation and so on so forth. 

Use of Tamil in handhelds and mobile phones has been popular ever since graphics enabled mobile 

phones were introduced. The section on ‘Tamil in mobile phones and handhelds” illustrate the 

technology extensively with suitable demos. This made the medium of “Tamil texting” as simple as 

that of voice communication. A decade ago, typing Tamil in computers was felt to be a very difficult 

task, but it has now become the simplest task ever.  

It may not be an exaggeration to say that all of the accomplishments as outlined in the research papers 

of this conference book were entirely possible due to hard work and dedication of INFITT members 

all around the world. Importantly, all of the researchers who have presented their works in this 

volume have benefited from each other in one way another by sharing the knowledge and resources 

that they evolved in their respective fields. In this sense it is an obvious fact that this “International 

community comprising of researchers on Tamil Information Technology” was shaped entirely by 

INFITT. 

We hope this conference will be a turning point for every Tamil researcher in terms of getting to know 

more about collaborative research and information dissemination in the areas of Information 

Technology in Tamil. We believe the future research in these areas, as covered in all of the papers that 

are included in this conference book, will take a new dimension due to this conference, as it always 

had been due to the past conferences of INFITT. 

  

எᾱᾁΆ தமி῁! எதிᾤΆ தமி῁!  
உலெகᾱᾁΆ தமி῁ பரᾺᾗΆ உᾷதமΆ ᾗக῁  

எᾱகனᾙΆ எᾰகணᾙΆ ஓᾱக᾵ᾌΆ! 
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I. Executive Director’s Report from January 2008 to October 2009 

 

Introduction 

The formation of International Forum for Information Technology in Tamil 

(INFITT) was the culmination of a year-long effort that began soon after the 

TamilNet 99 conference held in Chennai, India. INFITT was the first global 

organization set up to represent Governments, Corporations, interest groups and 

individuals who are concerned with the development and use of Tamil computing 

and Tamil Internet. It remains the only such organization in existence till now. 

INFITT, since its inauguration on 23 July 2000, has focused its efforts on establishing the infrastructure 

to function as a global organization. Its annual international conference held annually till 2004 have 

gained international acceptance as the major platform to discuss issues relating to Tamil computing 

and Tamil internet. 

INFITT, in close collaboration with its regional chapters, Government, Tamil Internet/Computing 

Steering committees and other organizations interested in Tamil computing, strive to archive the 

following through various initiatives. 

• To coordinate the efforts of institutions and individuals interested in Tamil IT and to facilitate 

dialogue and cooperation among them; 

• To identify key application areas of the development of Tamil IT, to define broad guidelines for 

their implementation and to provide technical assistance wherever and whenever possible; 

• To develop norms and standards for Tamil IT; 

• To promote knowledge and use of Tamil IT; 

• To organize Tamil Internet Conferences (TIC) regularly; 

• To act as a representative of the Tamil IT community in international, regional and national IT 

organisation, and to function as a liaison body and voice for Tamil Information Technology (IT)  

After its inauguration in 2000, INFITT was officially registered as non-profit organisation in the 

United States on 20th May 2002. Though INFITT has had a membership scheme from its inception, the 

official membership of registered NGO was launched from 9th August 2002.  

January 2004 and 2008 elections were conducted with a suspended GC, due to the membership not 

reaching the critical level.  

New EC and office bearers elected 

Thanks to INFITT advisor Professor M. Ananda Krishnan for the smooth conduct of EC election 2008. 

The election process was completed as planned new EC and office bearers were elected for a two year 

term ending December 31,2009. In addition to the new EC Thillai Kumaran replaced Kumar 

Kumarappan as treasurer of INFITT, since Kumar could not continue due to his prior commitments.  

Treasurer is attached to secretariat and is responsible for keeping the books and be compliant per 

federal and state laws. INFITT sincerely thanks Kumar Kumarappan’s help in preparing the tax 

statements and filing with Federal and State Governments. INFITT also thanks Thillai for agreeing to 

volunteer for this critical post to help us to be compliant legally according to the federal and state laws 

of US and State of California. 
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உᾷதமΆஉᾷதமΆஉᾷதமΆஉᾷதமΆ 2008-2009 ேத᾽த᾿ ᾙᾊᾫக῀ேத᾽த᾿ ᾙᾊᾫக῀ேத᾽த᾿ ᾙᾊᾫக῀ேத᾽த᾿ ᾙᾊᾫக῀.... 

உᾷதமΆ 2008-2009 ᾰகான ஆ᾵சிᾰ ᾁᾨ :  

தைலவ᾽ : ᾙைனவ᾽ ᾁ. க᾿யாணᾆᾸதரΆ, ᾆவி᾵ச᾽லாᾸᾐ. 
ᾐைணᾷதைலவ᾽: திᾞ தி.ந.ச. ெவᾱகடரᾱகᾹ, ெசᾹைன. 

ெசயல᾽ - இயᾰᾁந᾽ : திᾞ வா.ᾙ.ேச. கவிஅரசᾹ, அெமாிᾰகா. 

உᾷதமΆ 2008-2009 ᾰகான ெசயι ᾁᾨ :  

இᾸதியாஇᾸதியாஇᾸதியாஇᾸதியா  
திᾞ மாலᾹ, ெசᾹைன. 

ᾙைனவ᾽ இலᾰᾁவனா᾽ மைறமைல, ெசᾹைன. 

திᾞ இராம.கிᾞ᾵ᾊணᾹ (இராΆ.கி), ெசᾹைன. 

திᾞ அ.இளᾱேகாவᾹ, ெசᾹைன. 

திᾞ தி.ந.ச. ெவᾱகடரᾱகᾹ, ெசᾹைன. 

ᾙைனவ᾽ பᾷாி ேசஷாᾷாி, ெசᾹைன. 

திᾞ சதீῃ ᾁமா᾽ நி., ெபᾱகᾧᾞ. 
சிᾱசிᾱசிᾱசிᾱகᾺᾘ᾽கᾺᾘ᾽கᾺᾘ᾽கᾺᾘ᾽ 
திᾞ மணியΆ சிᾱைக. 
வடவடவடவட அெமாிᾰகாஅெமாிᾰகாஅெமாிᾰகாஅெமாிᾰகா  
ᾙைனவ᾽ வாᾆ. அரᾱகநாதᾹ, நிᾝ ெஜ᾽சி. 
திᾞ வா.ᾙ.ேச.கவிஅரசᾹ, ஒகேயா. 
ஐேராᾺபாஐேராᾺபாஐேராᾺபாஐேராᾺபா 
ᾙைனவ᾽ ᾁ. க᾿யாணᾆᾸதரΆ, ᾆவி᾵ச᾽லாᾸᾐ. 
இலᾱைகஇலᾱைகஇலᾱைகஇலᾱைக 
திᾞ த.தவᾟபᾹ, யா῁ᾺபாணΆ. 
மேலசியாமேலசியாமேலசியாமேலசியா 
திᾞ இரᾪᾸதரᾹ பா᾿, ேகாலாலΆᾘ᾽. 
ஆῄதிேரேலசியாஆῄதிேரேலசியாஆῄதிேரேலசியாஆῄதிேரேலசியா 
திᾞ ெஜயதீபᾹ, சி᾵னி, ஆῄதிேரᾢயா. 

பᾹனா᾵ᾌபᾹனா᾵ᾌபᾹனா᾵ᾌபᾹனா᾵ᾌ உᾠᾺபின᾽உᾠᾺபின᾽உᾠᾺபின᾽உᾠᾺபின᾽ 
திᾞ கைலமணி, சிᾱைக  
திᾞ ᾙைனவ᾽ நா. கᾶணᾹ, ெதᾹ ெகாாியா 

ெபாᾐᾰᾁᾨ ேத᾽Ᾰெதᾌᾰக ேபாதிய உᾠᾺபின᾽ இᾹைமயா᾿, அைனᾷᾐ உᾠᾺபின᾽கᾦΆ 
ெகாᾶட உᾠᾺபின᾽ ᾁᾨேவ, உᾷதமΆ 2008-2009 ᾰகான ெபாᾐᾰ ᾁᾨவாகᾫΆ ெசய᾿ப᾵டᾐ.... 

உᾷதமΆ ᾁᾨமᾱகளி᾿ தமி῁உᾷதமΆ ᾁᾨமᾱகளி᾿ தமி῁உᾷதமΆ ᾁᾨமᾱகளி᾿ தமி῁உᾷதமΆ ᾁᾨமᾱகளி᾿ தமி῁ 
உᾷதமᾷதிᾹ ᾁᾨமᾱகளி᾿ தமிழி᾿ உைரயாᾌவᾐ ேமᾤΆ வᾤᾺ ெபιறᾐ. தமி῁ᾰ கணினி ெதாட᾽பான 
ெசாιெறாட᾽கᾦடᾹ உைரயாᾌவᾐ எளிதான காாியமᾹᾠ. இᾞᾺபிᾔΆ உᾷதமᾷதிᾹ உᾠᾺபின᾽ 
ெபᾞΆபாᾤΆ தமிழி᾿ உைரயாட விைழவᾐ மன நிைறவான நிக῁ᾫ. கணிᾷ தமி῁ 
ெசாιெறாட᾽கᾦடᾹ தமிழி᾿ மடலாᾌΆ உᾷதமΆ உᾠᾺபின᾽களிᾹ எᾶணிᾰைக 2008-2009᾿ பல 
மடᾱᾁ அதிகாிᾷᾐ῀ளᾐ ᾁறிᾺபிடᾷதᾰக ெசᾼதி. 
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Membership  

Efforts are on to get more institutional memberships. Region wise current membership as of October 

2nd 2009: India-31, Ameicas-21, Singapore-10, Sri Lanka-7, Malaysia-7, Australia-3, Asia-Pacific-1, 

Adding to a total of 88 members for 2009. It is very interesting to note that some members have 

renewed their 2010 membership as early as March 2009.  

About 20 % of the existing members have already renewed their membership for 2010. A welcome 

and noticeable change to see more and more members extending their faith on continuing long term 

relationship with INFITT. We also continue to loose membership every year. We need to come up 

ways to retain the members. Some of the questions from non-renewing membership include what 

benefit INFITT membership is bringing me. Efforts are on way to continue the communications with 

the members who have not renewed their members and win back them to INFITT fold. 

Institutional membership seems to be a challenge for INFITT. Efforts are on to with the state and 

national governments and with MNC to impress them to become institutional members and to 

involve INFTTT in their policy decisions relating to Tamil IT.  

Workshops and Conferences 

As you are aware INFITT did not do any major conference after TIC 2004. One of the major tasks of 

the new EC was to revive Tamil Internet Conferences. INFITT sincerely thanks all representatives in 

Singapore, India and Americas who have spent many hours and days to help us organise an event. 

After continuous deliberations, since a conference was never held in Europe in the past, it was felt a 

conference at Europe will be more appropriate and hence TIC2009 was born with due approval of EC 

for conducting a TIC 2009 at Germany. Thanks to Ulrike, CO-Chair TIC2009 and University of 

Cologne authorities for helping us to organise the flagship event of INFITT TIC 2009 at Germany.  

INFITT North American Chapter in co-ordination with FeTNA has held INFITT Workshop in 2008 at 

Orlando, Florida and in 2009 at Atlanta, Georgia. About 50 FeTNA participants attended both the 

workshops. INFITT is planning continue its tie-up with FeTNA, for 2010 Workshop at Connecticut 

and future FeTNA events. Singapore EC members conducted teacher training programs. Glad to note 

INFITT EC members are leading initiatives in their regions. 

Publications  

Revival of INFITT also reflected on the publication front. Dr. N. Kannan was appointed as editor of 

Minmanjari. Thanks to the efforts of the editor Dr. N. Kannan, Minmanjari 2008 Deepavali Malar was 

released last year. Minmanjari, is also a bringing a special souvenir to commemorate TIC 2009. Efforts 

are on to start a new Technical journal on Tamil IT. EC approved an expense to get ISBN numbers for 

the conference book and ISSN number for Minmanjari.  

Regional Chapters 

INFITT realizes the need for a strong regional chapter. Since INFITT is registered in USA, our focus 

was to create a regional body, which will help us to continue to grow and create interest in US 

residents. USA GB members has accepted the proposal on NA leadership. USA chapter is now 

operational with Dr. Na. Ganesan is now the president and Thiruthangal Vetri Pandian is the 

secretary of INFITT NA chapter. Hopefully in the years to come INFITT NA-chapter will help us 

maintain the legal requirements of INFITT, as INFITT is registered in USA.  
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Efforts are on to create a strong regional chapter in Malaysia and to strengthen the regional chapters in 

Singapore. In India and Sri Lanka, we have not made much head way on forming the regional 

chapters. We are still working closely with the regional EC and GB members to form active chapters in 

every region. 

Canada and Middle East with large Tamil population, is a huge potential for us to expand our 

membership bases. We are in the process of identifying the right persons for leading the charge in 

these two regions. 

Working Groups 

Many General Body members showed interest in becoming members of Working groups. We are in 

the process of reviving some of the working groups, including changing of Chairman, adding more 

active members etc. Dr. Na. Ganesan took over as Chair of Working Group 2 – Unicode. Other 

inactive working groups are being reviewed, the working groups will either be closed, if it has 

completed it’s purpose or will be revived with new active persons as the case may be.  

Domain names  

We are happy to inform that infitt.com domain is also now owned by us. All references for infitt.com 

are now redirected to infitt.org 

Finance 

Unfortunately INFITT’s main source of income continues to be from the membership dues from the 

members. Although per constitution INFITT can accept donations from MNC’s and Private and Public 

institutes, not much progress is made to build a strong viable financial base for INFITT. Efforts are on 

to identify ways that INFITT can generate revenue, including Conference fees, Technical journal 

revenues, making Minmanjari as a revenue generating resource etc. 

Discussion threads in EC 

Discussions in EC rose to a new level. Till date around 610 messages were posted to ECINFITT group 

and it is all set to surpass the previous record of 654 messages in 2004. Kudos to EC for active 

participation. It also needs to be noted that some EC members posted as few as 5 messages. When we 

accept the fact that the numbers of messages are in no way measure of our performance, we do need 

to acknowledge the time spent by each EC member in reading, digesting and participating in the 

threads. Thanks to all members of EC who has participated in the threads.  

Apart from transacting normal business, some of the interesting discussions include Constitutional 

amendments, composition of EC, Role and powers of ED, Chair and Vice-Chair role changing on 

yearly basis, Relationship with Government dignitaries, etc. 

Discussion threads in GC / GB 

From INFITT inception GC was never elected from GB, as there was not enough region wise 

membership. We believe we now have enough membership to constitute a GC from GB. Hence a GC 

will be elected for the year 20010 and 2011. Interesting discussions and topics in GB included posting 

of Text to Speech Converter by Prof A.G. Ramakrishnan, received comments and applauded by 

members of General body. Another interesting email was the recommendation on the naming of the 

sessions by Tamil IT pioneers who are not with us anymore. A gentle and nice way to remember the 

Tamil IT pioneers during TIC 2009.  
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ெபாᾐᾰᾁᾨவிᾹ பாிᾸᾐைரகைள ஏιᾠ, இைணய மாநாᾌ 2009᾿ சிᾱைகᾷ தமிழ᾽ நா. ேகாவிᾸதசாமி 
அரᾱᾁ , ெசᾹைனᾷ தமிழ᾽ ᾆஜாதா அரᾱᾁ, ஈழᾷ தமிழ᾽ சᾹᾙகᾢᾱகΆ இராமᾢᾱகΆ அரᾱᾁ, அரᾗᾷ 
தமிழ᾽ உம᾽ அரᾱᾁ என நாᾹᾁ அரᾱᾁக῀ ெபயாிடᾺப᾵ᾌ, அவ᾽களிᾹ பணிைய மணியΆ, ெவᾱக᾵, 
கவி, கேணசᾹ நிைனᾫ ᾂறᾫΆ உ῀ளன᾽.  

2010 and ahead  

Election Schedule will be announced during TIC2009 GB meet and new GC, EC and the Chair, VC, ED 

(Trio) team will start functioning from 1st January 2010. 

Proposed INFITT 2010 Election Schedule (Elects GC, EC and Trio per constitution – Annexure A) 

Suggested Returning officer   : Dr. M.Ananda Krishnan  

Call of GC Nominations     : November 18 to November 24 2009  

Election of GC, if needed     : November 25 to December 1 2009  

Call for EC nomination     : December 2 to December 8 2009  

Election of EC, if needed     : December 9 to December 16 2009  

Call for nomination for Chair, VC and ED (Trio)  : December 17 to December 24 2009  

Election of Trio (Chair, VC, ED) if needed   : December 24 to December 31, 2009 

New Trio, EC and GC assume office  : 0 1/01/2010.  

Conclusion 

Over the nine years, from inception some initiatives of INFITT have gained recognition, the most 

significant being the annual Tamil Internet conferences. These have also become popular platforms for 

launch of Tamil computing programs by interested parties to reach out to a wider audience. In 

recognition of the efforts of INFITT, governments have also extended their support to promote Tamil 

Internet and Tamil computing. With this institutional support, INFITT hopes to strive for bigger 

things in the future and seeks strong support and commitment from its members to make its global 

presence. Hopefully a new era is now started with the onset of Tamil Internet conference again in 2009 

after a gap of five years. 

 

II. ED’s Report from February 2004 to December 2007 

Changes in the Office bearers (Chair, Vice Chair, ED) 

Upon completion of their terms, Mr. Muthu Nedumaran and Mr. Arun Mahizhnan resigned as Chair 
and Ex. Director of INFITT. They indicated their desire to leave office way back in Dec. 2004, but 
continued on request of EC members. INFITT EC promptly elected Dr. K. Kalyanasundaram of 
Switzerland (up till now as Vice- Chair) and Mr. T.N.C Venkatarangan of Tamilnadu, India as the 
Vice-Chair of INFITT. EC could not find a suitable Executive Director for INFITT and was filled only 
on January 2008.  

Changes in the Executive Committee (replacements for Singapore & Malaysia) 

To enable induction of new members into EC, Mr. Muthu Nedumaran and Mr. Arun Mahizhnan 
decided to leave INFITT EC. Mr. S. Maniam and Mr. R. Kalaimani of Singapore have been co-opted to 
the EC to represent this key region of Tamil Diaspora. Similarly Mr. Ravindran K. Paul of Kuala 
Lumpur has been co-opted to represent Malaysia. We thank these professionals (who have been 
participating in INFITT activities such as Tamil Internet Conferences and Working Groups) for their 
willingness to join the EC and help build INFITT. 
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INFITT Secretariat 

When INFITT was launched in 2000, Singapore Govt. has been kind enough to provide direct support 
(through their IDA) for the running of INFITT Secretariat in Singapore. This support enabled having 
the services of Mr. Nara Andiappan as Administrative Manager. Initial promised support for 2 years 
was extended by another year. Since then Nara has been kind enough to provide voluntary support. 
In view of this situation, early this year, Mr. Arun Mahizhnan initiated discussions with several key 
Tamil IT personalities of Chennai to see if the INFITT Secretariat can be relocated in Tamilnadu. On a 
suggestion from our INFITT Advisor Prof.Anandakrishnan, Mr.Arun contacted Kani Thamizh 
Sangam (KTS) of Chennai and they have expressed interest to support INFITT on this. Suggestions 
have been made that the next Ex. Director (ED) of INFITT also be from Chennai to help facilitate this 
migration of the Secretariat from Singapore to Chennai. While there has been broad support for the 
proposal to move the Secretariat to Chennai and run it with the help of KTS, we must acknowledge 
that there has not been any consensus on the linking of this with the election of the next ED for 
INFITT. ED is the Chief Adm. Officer of INFITT directly responsible for the running of the Secretariat. 
EC is still working on the detail. ED was formally elected in January 2008. 

Individual and Associate membership /new definition, scope 

As part of the reactivation process, EC will be launching a major grass roots membership drive. Since 
the term of office for the elected GC and EC has expired, there is an urgent need to revamp the INFITT 
electoral body "GB" made up of registered members. INFITT is an international organization 
committed to promote Tamil IT across the globe. Bodies such as INFITT cannot sustain and grow 
without the support and help of main stream Tamil Diaspora. INFITT need to attract in particular 
younger generation Tamils interested in Tamil IT. Hence the EC decided to offer "Associate 
membership" to this community without payment of annual dues. In view of absence of major 
activities during the past 2 years, the EC also decided to offer 50% discount of the annual dues, for a 
limited period of 3 months to those who sign up as "individual members". Online registration with 
option to pay dues with credit card will open soon in our website. To promote interactions between 
members of a given region, INFITT has regional chapters. We have already such regional Chapters for 
Europe and North America. Discussions were still underway to start INFITT Chapter for Singapore 
and Malaysia. 

Changes in the INFITT website (new look, main and mirror sites) 

Thanks to the support of Dr. Badri Seshadri of Chennai, INFITT website has been running for nearly 
two years from one of his web-servers. When INFITT website was launched in 2000, it was designed 
with the help of IT professionals of Singapore IDA. Good part of the site was based on specific scripts. 
Now that IDA support is no longer available, we could not make changes in the code-base. We need 
to find alternative ways of running our website. After examining various options, EC decided to use 
one of the popular and well supported open source CMS package. INFITT website now has a new 
face-look and is based on the new CMS. We are still in the process of moving the contents of the old 
site, while restructuring the site itself. Since paid web-hosting prices have come down considerably 
during the past few years, EC also decided to go for paid web-hosting to run its main website 
"infitt.org" (as was the case during 2000-2003) and use the web server of Dr. Badri Seshadri to host a 
mirror site (mirror.infitt.org). New site is already running from a paid webhost based in USA. 

Plans for a new Discussion list on Tamil in FOSS 

While exploring various CMS options for the INFITT website, EC also examined the possibility of 
running INFITT website truly as a bilingual site. A bilingual site where the user can choose the view 
the contents of the site in Tamil or in English. This requires "Tamil locale" enabling in the open source 
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CMS. "Tamil Localisation" is much broader in scope, applicable to operating systems to nearly all 
major software. There have been lots of efforts scattered across the globe on "Tamil enabling" in Linux 
OS, Open source Office and with Mozilla Browsers. We in the EC feel that there is an urgent need to 
bring together all these scattered efforts on "Tamil locale enabling" in all of "Free and Open Source 
Software FOSS". EC has decided to launch a discussion list exclusively on this topic. We will be 
opening up a "Forum" section in the website where we will start this discussion list soon. We urge all 
those working on this area and all those interested in this topic to join this DL so that collectively we 
can solve required problems and even share the technical manpower available. 

Tamil Internet Conference from 2005 to 2008 

Tamil Internet Conferences (TIC) has been the flagship events of INFITT, reaching out to the Tamil 
Diaspora living in key regions of the world. In spite of repeated attempts TIC 2009 could not 
organized after 2004 until 2009.  

Workshops 

INFITT Sri Lankan Chapter organised a one day seminar on 06th June 2004 and INFITT Chairman at 
that time Mr.Muthu Nedumaran was the main resource person. 

Singapore EC member Mr.R.Kalaimani organized a Podcasting workshop in Singapore in Oct 2007. It 
was very well received by the Singapore school teachers.  

In summer 2007 Dr.K.Kalyanasundaram, Mr.T.N.C.Venkatarangan and Mr.Badri Seshadri gave talks 
on Tamil Computing/IT to computer science students of few private Engineering colleges in and 
around Chennai, all organized jointly with the Tamilnadu chapter of the Computer Society of India 
Meenakshi College of Engineering for Women, RMD Engineering College, and Jeppiyar Engineering 
College. Dr.Kalyanasundaram also gave a talk on INFITT and its activities to the members of Chennai 
chapter of Computer Society of India at Hotel Kanchi, Chennai in July 2007. 

Institutional Meetings 

In summer 2007 Dr.Kalyanasundaram and Mr.Venkatarangan visited Microsoft and Yahoo India 
Regional R& D development centers at Bangalore and had fruitful discussions with the senior 
managers there on possible collaboration between INFITT and these lead IT MNCs. 

 

III. INFITT Member news 

 

Dr. K. Kalyanasundaram  

In Summer 2008, Dr.Kalyanasundaram received the Sundara Ramasamy Award for Tamil Computing 

given by the Tamil Literary Garden Group of Canada at a function held at the University of Toronto. 

During February 2009, he also received the University of California Berkeley Tamil Chair Award at 

their annual Tamil Conference held at the University of California, Berkeley, CA campus. 

Dr. Naga. Ganesan  

‘மாதவிᾺபᾸத᾿’, ᾙைனவ᾽ நாக கேணசᾔᾰᾁ ப᾵டாΆᾘᾲசி விᾞᾐ வழᾱகி ெகௗரவᾺபᾌᾷதின᾽ 

திᾞதிᾞதிᾞதிᾞ....மாலᾹ மாலᾹ மாலᾹ மாலᾹ (நாராயணᾹநாராயணᾹநாராயணᾹநாராயணᾹ) 

ᾚᾷத பᾷதிாிᾰைகயாள᾽ திᾞ.மாலᾹ (நாராயணᾹ), இைளஞ᾽கᾦᾰகான ”ᾗதிய தைலᾙைற” எᾹற 
வார இதைழᾷ ெதாடᾱகிᾜ῀ளா᾽ .http://www.puthiyathalaimurai.com/  
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ᾙைனᾙைனᾙைனᾙைனவ᾽ திᾞவ᾽ திᾞவ᾽ திᾞவ᾽ திᾞ....மைறமைலமைறமைலமைறமைலமைறமைல 

தமி῁ᾰகவிஞ᾽க῀ பலᾞᾰᾁ வைலᾺᾘ அைமᾷᾐ அவ᾽தΆ கவிைதயிᾹ சிறᾺைப உலகறியᾲெசᾼᾜΆ 
ᾙயιசியி᾿ ஈᾌப᾵ᾌ῀ளா᾽ .கவிைதகளிᾹ ஆᾱகிலெமாழியாᾰகᾙΆ கவிஞ᾽களிᾹ வா῁ᾰைகᾰ 
ᾁறிᾺᾗΆ ெவளிநா᾵டா᾽ᾰᾁ -ᾁறிᾺபாக ஆᾼவாள᾽ᾰᾁ நᾹᾁ பயᾹபᾌகிᾹறன .இᾺேபாᾐ தமிழிᾤΆ 
வைலᾺᾘᾰக῀ உᾞவாᾰகிவᾞகிᾹறா᾽ .இᾷᾐைணᾰ கவிஞ᾽கᾦᾰᾁ யாᾞΆ இᾐவைர இᾺபᾊ வைலᾺᾘ 
அைமᾷததி᾿ைல எᾹபᾐ இதᾹ தனிᾲசிறᾺᾗ. 

Mr. Siva Pillai  

Mr. Siva Pillai has the honor of being a Principal Examiner for Cambridge ASSET Examination (Tamil 

Language). He also has the honor of being a Chief Examiner for London Edexcel Examination (Tamil 

Language). He is the winner of European Languages 2007. He is the winner of OURLANUAGES 

Project 2008/09. He is an Honorable member of UKFCS- United Kingdom Federation of Chinese 

School. 

 

Annexure A. 

Refer the constitution document and amendment–I to the constitution available online at 

http://bit.ly/infittc (redirects to the actual pages in Infitt.org website) 
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E-Learning for Enhancing Language Proficiency 

by 

Dr.A.Devaki 

Senior Lecturer in Education, 

Govt. College of Education, 

Komarapalayam-638183, 

Namakkal District, Tamil Nadu, India. 

E-Mail: devi_mathi2006@yahoo.co.in 

Mobile: +919865354869. 

Prof.D.Mathialagan 

Head, Department of English, 

Institute of Road and Transport Technology, 

Erode-638316, 

Tamil Nadu, India. 

E-Mail: mathi_d2001@yahoo.co.in 

Mobile: +919842753370. 

E-learning has been in vogue for more than a decade and includes all technology enhanced learning. It 
is akin to distance learning with few more advantages for the learner. Today, particularly in the third 
world countries, where it is difficult to provide on-campus learning for all the learners, it is imperative 
that e-learning is taken up and encouraged in a big way to make it accessible and affordable for all 
learners. Students of e-learning rarely or never meet face-to-face, nor access on campus educational 
facilities. E-learning guides the students through information or helps them perform in specific tasks. 

E-learning is capturing a large portion of learning activities both in academics and industry. The use 
of self-placed e-learning is gaining currency all over the world. Many higher educational institutions 
are offering on-line classes. 

While creating content for e-learning one has to be flexible in one’s approach. An educator has to 
effectively create educational materials while providing the most engaging educational experiences 
for the student at the same time. E-learning system not only provides learning objectives, but also 
evaluates the progress of the student and credit can be earned toward higher learning institutions. 
This reuse is an excellent example of knowledge retention and the cyclical process of knowledge 
transfer and use of data and records. 

Today many technologies are used in e-learning, from blogs to collaborative software, e-portfolios and 
virtual classrooms. Most e-learning situations use combinations of these techniques. E-learning, 
however, also has implications beyond just the technology and refers to the actual learning that takes 
place using these systems. E-learning is naturally suited to distance learning and flexible learning, but 
can also be used in conjunction with face-to-face teaching, in which case the term Blended learning is 
commonly used. E-learning pioneer Bernand Luskin says that the ‘e’ should be interpreted to mean 
exciting, energetic, enthusiastic, emotional, extended, excellent and educational in addition to 
electronic. Information based e-learning content communicates information to the student. In 
information based content, there is no specific skill to be learned. In the performance based content, 
the lessons build of a procedural skill in which the student is expected to increase proficiency. 

The major benefits of e-learning are that it is eco-friendly because it takes place in a virtual 
environment and thus avoids travel and reduces the usage of paper. An internet connection, a 
computer and a projector would allow an entire classroom in a third world university to benefit from 
knowledge sharing by experts. E-learning is self-paced and can be done at anytime of the day. 
Students generally appear to be at least as satisfied with their online classes as they are with 
traditional ones. Properly trained staff must also be hired to work with students online. These staff 
members need to understand the content area, and also be highly trained in the use of computer and 
internet. The recent trend in the e-learning sector is screen casting. The web based screen casting tools 
allow the users to create screen casts directly from their browser and make the video available online 
so that the users can stream the video directly. From the learners point of view this provides the 
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ability to pause and rewind and gives the learner the advantage to move at their own pace, something 
a classroom cannot always offer.  

The challenge before the Tamil Diaspora is to make use of technologies such as blogs, wikis and 
discussion boards to promote the teaching of Tamil language skills. The presenter has experience in 
creating online content for e-learning course modules of the Tamil Nadu Virtual University. The 
teaching of Tamil to native and non-native speakers using technology through the internet has a 
bright future and the potential has to be tapped. The available technologies have to be put to right use. 
A catch-all phrase that included any form of technology assisted learning, e-learning is poised to 
revolutionize the process of education. The sectors which are entering the field of e-learning serve as a 
testimony to the growth of e-learning. Telecom, banking, finance and government are rapidly moving 
towards e-learning. The primary driver is not just to decrease cost but also to increase reach. 
Universities are also looking at e-learning modules to supplement their regular curriculum courses. 

In this context, it becomes necessary to understand how effective e-learning courses are. More 
simulation-based training based on games are being incorporated in e-learning. And a high level of 
acumen is required to develop such e-learning modules. And for an e-learning programme to work, it 
is important to first understand whether something is suitable for e-learning or not. There are two 
layers to a successful e-learning programme-the technology component and the learning component. 

Virtual Classroom environment in Skype    Screen shot of Hi Class Software 

 used for testing Language Proficiency 

In India, e-learning courses could be made more popular through availability of broad-band 
connections at competitive rates, regional language-based content for technical subjects, two-way 
interaction for doubts and performance feedback with students. A shift in mindset is required to 
adopt e-learning. It is the same barrier that exists with any adoption to technology. But once that is 
overcome, e-learning would prove beneficial. As knowledge is socially constructed, learning has to 
take place through conversations. One of the best ways to learn something is to teach it to others. 
Teachers of Tamil will have to venture out of the classrooms and move beyond the textbooks to create 
a conducive environment for the language learners using technology. Students can be encouraged to 
use Skype, Facebook and Second life, which have become providers of Virtual Classroom 
environments. 

The paper is an attempt to project teaching of Tamil using technology and keep pace with the 
changing times.  
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இைணய வᾁᾺபைற இைணய வᾁᾺபைற இைணய வᾁᾺபைற இைணய வᾁᾺபைற  

ெதாழி᾿ ᾒ᾵பᾙΆெதாழி᾿ ᾒ᾵பᾙΆெதாழி᾿ ᾒ᾵பᾙΆெதாழி᾿ ᾒ᾵பᾙΆ கιேபா᾽கιேபா᾽கιேபா᾽கιேபா᾽ உளவியᾤΆஉளவியᾤΆஉளவியᾤΆஉளவியᾤΆ 

Virtual Class room: Technology and Learner's Psychology 

ᾙைனᾙைனᾙைனᾙைனவ᾽வ᾽வ᾽வ᾽ ெவெவெவெவ. . . . கைலᾲெச᾿விகைலᾲெச᾿விகைலᾲெச᾿விகைலᾲெச᾿வி 
தமி῁ᾷᾐைறᾷ தைலவ᾽, அரᾆ க᾿வியிய᾿ க᾿ᾥாி 

ᾁமாரபாைளயΆ - 638 183. தமி῁நாᾌ. இᾸதியா 
vkalai30@rediffmail.com 

Abstract: This paper introduces the concept of virtual class room based techniques 

and learners psychology. Teachers and students are refrain from each other by place 

and time. Teaching– learning by virtual mode is the recent modern environment 

which has influenced the Tamil teaching climate. H.T.M.L., Power point, E-learning, 

Video conferencing which facilitates changes in the teaching learning process. For e-

learning websites like Black Board Web CT, Moodle, Joomla LMS are available. 

Software like hot potatoes helps the learners to modify the virtual class room as they 

wish. 

Based upon Internet, Learning Management System and Educational Management 

System are developed. We have to approach teaching learning components not only 

on the basis of technology but also on the basis of learner’s psychology. Learning is a 

continuous process. Reinforcement is needed through out the teaching process. 

Teaching should be from simple to difficult and known to unknown. Learning based 

on Cognitive, Affective and Psychomotor domain. Understanding application, 

Synthesis, Analysis, Receiving, Responding, Evaluation, Naturalization are some of 

the important functions that we expect from a learner. So we have to develop virtual 

learning based on learner’s psychology.  

We can expect the realization of the set goals only when web based technology and 

learners psychology come hand in hand. So the text, graphics, colors and action 

everything should be created on the bases of technology as well as learners 

psychology. In the democratic class room situation either the teacher or the students 

should not dominate. Hence, this article describes the approach of language 

programme pioneered by Tamil virtual University in imparting Tamil scripts, 

phonemes and words to non Tamils.  

 

ஆசிாிய᾽கᾦΆ மாணவ᾽கᾦΆ இடᾷதாᾤΆ காலᾷதாᾤΆ விலகிᾜ῀ள நிைலயி᾿, இைணயᾷ 
ெதாழி᾿ᾒ᾵பΆ வழி நிகᾨΆ கιற᾿ கιபிᾷத᾿ ெசய᾿பாᾌ தமி῁ᾲ ᾇழᾢ᾿ ᾗதிய வரவாᾁΆ.'இைணய 
வᾁᾺபைற' எᾔΆ கᾞᾷதாᾰகᾷைதᾜΆ இᾐ ஏιபᾌᾷதிᾜ῀ளᾐ. 

எᾲ.ᾊ.எΆ.எ᾿., பவ᾽ பாயிᾹ᾵,பி.ᾊ.எᾺ. ேபாᾹற பᾔவ᾿ ஆவணᾱக῀, மீ உைர, மீ இைணᾺᾗ வழி 
ெபறᾺபᾌΆ பாடᾱக῀,ᾪᾊேயா மாநா᾵ᾌ ᾙைறயி᾿ ᾙகᾙகமாக அைமᾜΆ உைரயாட᾿க῀ இᾹைறய 
கιற᾿ கιபிᾷத᾿ ᾇழᾢ᾿ ᾗதிய மாιறᾱகைள ஏιபᾌᾷதி வᾞகிᾹறன. மிᾹ கιறᾤᾰᾁ 'Black board', 
'Web CT',' Moodle', 'Joomla LMS' ேபாᾹற தளᾱக῀ உ῀ளன. தாΆ விᾞΆᾗΆ வᾶணΆ இைணயᾺ 
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பாடᾱகைள அைமᾷᾐᾰ ெகா῀வதιகான 'Hot Potatoes' ேபாᾹற ெமᾹெபாᾞ῀க῀ தமிழி᾿ பயᾹ 
ெகா῀ளᾺப᾵ᾊᾞᾰகிᾹறன. இைணயᾷைதெயா᾵ᾊ, கιற᾿ ேமலாᾶைம அைமᾺᾗ, க᾿வி ேமலாᾶைம 
அைமᾺᾗ ேபாᾹறைவᾜΆ உᾞவாகிᾜ῀ளன. கιறᾤᾰகான பாடᾰ ᾂᾠகைளᾜΆ கιபிᾷத᾿ 
ᾂᾠகைளᾜΆ ெதாழி᾿ᾒ᾵ப ாீதியாக ம᾵ᾌமிᾹறி, கιேபா᾽ உளவிய᾿ சா᾽ᾸᾐΆ 
அᾎகேவᾶᾊᾜ῀ளᾐ. கιற᾿ எᾹபᾐ ெதாட᾽ நிக῁ᾫ ஆᾁΆ. கιறைலᾷ ெதாட᾽Ᾰᾐ ஊᾰகᾺபᾌᾷᾐΆ 
காரணிகைள நாΆ பᾊᾺபᾊயாக வழᾱக ேவᾶᾊᾜ῀ளᾐ. எளிைமயிᾢᾞᾸᾐ கᾊனᾷதிιᾁΆ, 
ெதாிᾸததிᾢᾞᾸᾐ ெதாியாததιᾁΆ கιபிᾷதைல ேமιெகா῀ள ேவᾶᾊᾜ῀ளᾐ.  

கιற᾿ எᾹபᾐ அறிᾫ சா᾽ களΆ, உண᾽ᾫ சா᾽ களΆ, உள இயᾰக சா᾽ களΆ ஆகிய ᾗலᾱகைளᾰ 
ெகாᾶடᾐ. ᾗாிᾸᾐ ெகா῀ᾦத᾿, பயᾹபᾌᾷᾐத᾿,பᾁᾷத᾿, இைணᾺபாᾰகΆ ᾙதᾢய ெசய᾿பாᾌகᾦΆ, 
ஏιற᾿, பதிலளிᾷத᾿, மதிᾺᾖᾌ, ஒᾨᾱᾁபᾌᾷᾐத᾿, பᾶபாᾰகிᾰ ெகா῀ᾦத᾿ ேபாᾹற 
ெசய᾿பாᾌகᾦΆ கιேபாைரᾲ சா᾽Ᾰᾐ நிகழ ேவᾶᾊᾜ῀ளன. இவιைறᾜΆ கᾞᾷதி᾿ ெகாᾶேட 
இைணய வழி கιறᾤᾰகான ெநறிகைள நாΆ உᾞவாᾰக ேவᾶᾊᾜ῀ளᾐ. 

கணினி சா᾽Ᾰத ெதாழி᾿ᾒ᾵பᾙΆ கιற᾿ சா᾽Ᾰத கιேபா᾽ உளவியᾤΆ ஒᾹேறாெடாᾹᾠ சாியாக 
இைணᾜΆ நிைலயி᾿, நாΆ எதி᾽பா᾽ᾰᾁΆ விைளᾫகைள ஏιபᾌᾷத ᾙᾊᾜΆ. சாியான ᾑᾶட᾿கேள 
ெபாᾞᾷதமான ᾐலᾱக᾿கைள ஏιபᾌᾷᾐΆ. 

எனேவ, திைரயி᾿ ெதாிᾜΆ பᾔவ᾿, வைரபடΆ, வᾶணΆ, இயᾰகᾲ ெசய᾿ ேபாᾹறைவ ெதாழி᾿ᾒ᾵ப 
ாீதியாக ம᾵ᾌமிᾹறி, கιேபா᾽ உளவிய᾿ சா᾽ᾸᾐΆ அைமத᾿ ேவᾶᾌΆ. இᾰக᾵ᾌைர இைணய வழி 
அைமᾸத தமி῁ கιறᾤᾰகான தளᾱக῀ சிலவιைறᾰ கᾞᾷதி᾿ ெகாᾶᾌ ேமιᾆ᾵ᾊய காரணிகளிᾹ 
அᾊᾺபைடயி᾿ ஆராᾼகிறᾐ. இᾰக᾵ᾌைர தமி῁ இைணயᾺ ப᾿கைலᾰ கழகᾷதிᾹ தமி῁ᾰக᾿விᾷ 
தி᾵டᾷதிᾹ இைணய வᾁᾺபைறயி᾿ ைகயாளᾺபᾌΆ தமி῁ கιபிᾷத᾿ ெதாழி᾿ᾒ᾵பΆ மιᾠΆ கιேபா᾽ 
உளவியைலᾺ பιறிய மதிᾺᾖடாக அைமகிறᾐ. 

இைணய வᾁᾺபைறஇைணய வᾁᾺபைறஇைணய வᾁᾺபைறஇைணய வᾁᾺபைற 
மாணவா;க῀ விᾞΆபினாெலாழிய கιக ᾙᾊயாᾐ எᾹகிறா᾽ ᾯ அரவிᾸதா;. மாணவா;க῀ கιபதιᾁ 
உயிேரா᾵டᾙ῀ள வᾁᾺᾗᾲ ᾇழ᾿ ேதைவ எᾹᾠ க᾿வியாளா;கᾦΆ உளவிய᾿ அறிஞா;கᾦΆ 
ᾁறிᾺபிᾌகிᾹறனா; மாணவா;க῀ உ῀ளᾱெகா῀ᾦΆ வைகயி᾿ அவா;தΆ விᾞᾺபᾷதிιேகιப தரமான, 
ெசறிவான கᾞᾷᾐகைள இைணய வᾁᾺபைறயி᾿ ஆசிாியா;க῀ வழᾱᾁகிᾹறனா; இைணய 
வᾁᾺபைறயி᾿ ஆசிாியா; ஒᾞவா; மாணவா;க῀ எதிாி᾿ இᾞᾺபதாகᾰ கιபைன ெசᾼᾐ ெகாᾶᾌ 
மாணவா;கᾦᾰᾁᾷ ேதாᾹᾠΆ ஐயᾱக῀, வினாᾰக῀ ஆகியவιறிᾰᾁ ஏιப தாமாகேவ ᾙᾹதி᾵டமி᾵ᾌᾰ 
கιபிᾰகிறா᾽;. மாணவா;கᾦᾰᾁ உιசாகΆ ᾁᾹறாதவாᾠΆ சᾢᾺᾗ ஏιபடாமᾤΆ கιபிᾰக ேவᾶᾊயᾐ 
இᾹறியைமயாதᾐ. மாணவா;களிᾹ வயᾐ, கιற᾿ திறᾹ, ᾒᾶணறிᾫ, ேதைவ, ᾇழ᾿ ஆகியவιைறᾺ 
பிᾹᾗலமாகᾰ ெகாᾶᾌ இைணய வᾁᾺபைறᾰகான பாடᾱக῀ உᾞவாᾰகᾺபᾌகிᾹறன. 

பியாேஜ எᾹᾔΆ உளவியலாளா; கιறᾢ᾿ திறᾹகைள ‘ῄகிேமடா’ எᾹᾠ ᾆ᾵ᾌகிறா᾽. இைவ 
ᾁழᾸைதகளிᾹ மனதி᾿ ஏιெகனேவ பதிᾸᾐ῀ளன. கιறᾤᾰᾁᾺ ᾗலᾹகᾦΆ ᾗலᾰகா᾵சிᾜΆ 
அᾊᾺபைடயாக அைமகிᾹறன. இைணயᾰ க᾿வியி᾿ கிைடᾰᾁΆ தகவ᾿கᾦΆ வᾶணᾷ திைரயி᾿ 
கவனᾷைத ஈ᾽ᾰᾁΆ அைசᾜΆ மιᾠΆ அைசயா உᾞவᾱகᾦΆ, ேக᾵கᾷ ᾑᾶᾌΆ இனிைமயான ᾁர᾿ 
ஏιறᾷதா῁ᾫகᾦΆ, இைசᾜΆ மாணவா;கᾦᾰᾁᾺ ᾗலᾰகா᾵சி அᾔபவᾷைத அளிᾰகிᾹறன. எனேவ 
இைணய வᾁᾺபைறயி᾿ தᾹவயᾺபᾌதᾢᾹ ᾚலΆ மாணவா;களிᾹ கιற᾿ வᾤᾺெபᾠகிறᾐ.  

தமி῁ இைணயᾺ ப᾿கைலᾰகழகᾷதிᾹ க᾿விᾷ தி᾵டΆதமி῁ இைணயᾺ ப᾿கைலᾰகழகᾷதிᾹ க᾿விᾷ தி᾵டΆதமி῁ இைணயᾺ ப᾿கைலᾰகழகᾷதிᾹ க᾿விᾷ தி᾵டΆதமி῁ இைணயᾺ ப᾿கைலᾰகழகᾷதிᾹ க᾿விᾷ தி᾵டΆ 
இᾷதி᾵டᾷதி᾿ ெதாடᾰகᾰ க᾿வி, உய᾽க᾿வி, பிற இைணய வழிᾰக᾿வி எᾹᾔΆ ᾚᾹᾠ பிhpᾫக῀ 
உ῀ளன. ெதாடᾰகᾰ க᾿வியி᾿ மழைலᾰக᾿வி, சாᾹறித῁ᾰ க᾿வி, ேமιசாᾹறித῁ க᾿வி எᾹᾔΆ 
நிைலகளி᾿ தமி῁ெமாழிᾷ திறᾹக῀ கιபிᾰகᾺபᾌகிᾹறன. சாᾹறித῁ᾰ க᾿வியி᾿ 1 ᾙத᾿ 6-ஆΆ வᾁᾺᾗ 
வைரயிலான ெமாழிᾺபாடᾷ திறᾹக῀ அᾊᾺபைட நிைல, இைடநிைல, ேம᾿நிைல எᾹᾔΆ ᾚᾹᾠ 
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நிைலகளி᾿ அளிᾰகᾺபᾌகிᾹறன. இதιகான பாடᾱக῀ இைணய தளᾷதி᾿ இடᾺப᾵ᾌ῀ளன. 
சாᾹறித῁ க᾿வியி᾿ அᾊᾺபைடநிைல இைணய வᾁᾺபைறயிᾹ ெதாழி᾿ ᾒ᾵பᾙΆ கιேபா᾽ உளவிய᾿ 
ஆகியன இᾱᾁ மதிᾺᾖᾌ ெசᾼயᾺபᾌகிᾹறன. 

பாட அைமᾺᾗ ᾙைறபாட அைமᾺᾗ ᾙைறபாட அைமᾺᾗ ᾙைறபாட அைமᾺᾗ ᾙைற 
இதி᾿ அᾊᾺபைட நிைலயி᾿ ெமாᾷதΆ 39 பாடᾱக῀ வᾊவைமᾰகᾺப᾵ᾌ῀ளன. பாடΆ 1 
ᾙᾹᾔைரயாக அைமᾸᾐ῀ளᾐ. பாடΆ 2 மιᾠΆ 3 வாᾼெமாழிᾺ பயிιசியாகᾫΆ, பாடΆ 4 எᾨᾷᾐகைள 
அறிᾙகᾺபᾌᾷᾐΆ எᾨᾷᾐᾺ பயிιசியாகᾫΆ, பாடΆ 5 ᾙத᾿ 39 வைர உயி᾽, ெமᾼ, உயி᾽ெமᾼ 
எᾨᾷᾐகைள அறிᾙகᾺபᾌᾷᾐΆ பாடᾱகளாகᾫΆ அைமᾸᾐ῀ளன. 

கιபிᾷத᾿ ெதாழி᾿ ᾒ᾵பΆகιபிᾷத᾿ ெதாழி᾿ ᾒ᾵பΆகιபிᾷத᾿ ெதாழி᾿ ᾒ᾵பΆகιபிᾷத᾿ ெதாழி᾿ ᾒ᾵பΆ    
இைணய சாᾹறித῁க᾿வி நிைலயி᾿ அᾊᾺபைடᾰக᾿வி “தமி῁ᾰ கιேபாΆ” எᾹᾠ பிᾹனணி 
இைசᾜடᾹ வᾶணᾷதிைரயி᾿ கா᾵டᾺபᾌகிᾹறᾐ. 39 பாடᾱகᾦΆ சιேறறᾰᾁைறய 20 மணி ேநரΆ 
கιபிᾰகᾺபᾌகிᾹறன. எᾨᾷᾐᾺபயிιசி மιᾠΆ வாᾼெமாழிᾺ பயிιசிைய ᾙைனவ᾽ நᾹனᾹ அவ᾽க῀; 
தமி῁ பயிιᾠெமாழி ᾚலᾙΆ ேபராசிாிய᾽ சிᾷதᾢᾱைகயா ஆᾱகிலᾺ பயிιᾠ ெமாழி ᾚலᾙΆ 
கιபிᾰகிᾹறன᾽. பாடΆ-1 தமி῁ᾰ கιபிᾷத᾿ பιறிய ᾙᾹᾔைரயாக அைமᾸᾐ῀ளᾐ. ச᾽ᾰகைரᾺ 
ெபாᾱகைலᾷ திைரயி᾿ காᾶபிᾷᾐ, தமி῁ᾰ கιபிᾷதைல அதேனாᾌ ெதாட᾽ᾗபᾌᾷᾐகிறா᾽ ஆசிாியா;. 
கιற᾿ கιபிᾷத᾿ நிக῁வி᾿ மாணவ᾽கைள ஊᾰᾁவிᾷத᾿ அ᾿லᾐ ஆயᾷதᾺபᾌᾷᾐத᾿ எᾹபᾐ 
இᾹறியைமயாதᾐ. ஆனா᾿ 30 நிமிட நீᾶட ᾙᾹᾔைர கιேபாᾞᾰᾁᾲ சᾢᾺᾘ᾵டᾰᾂᾌΆ.  

ஒᾞ பாடᾷைதᾺ பᾊᾷதᾫடᾹ அᾌᾷத பாடᾷதிιᾁᾲ ெச᾿ல மீᾶᾌΆ ᾙதᾹைம ெமᾔவிιᾁᾲ ெச᾿ல 
ேவᾶᾊயிᾞᾰகிறᾐ. வாᾼெமாழிᾺபயிιசியி᾿ சில ெசாιக῀ மாணவ᾽கᾦᾰᾁᾰ ᾂறᾺப᾵ᾌ, 
உᾲசாpᾺᾗᾺ பயிιசி அளிᾰகᾺபᾌகிறᾐ. நீᾱக῀ ெசா᾿ᾢᾹ ெபாᾞைளᾺ பιறிᾰ கவைலᾺபட 
ேவᾶடாΆ எᾹᾠ ஆசிாிய᾽ ᾂᾠகிறா᾽. அதιᾁ மாιறாக மாணவ᾽க῀ அறிᾸத ெசாιகைளᾰ ᾂறி 
வாᾼெமாழிᾺ பயிιசி அளிᾺபᾐ கιறைல நீᾶடநாᾦᾰᾁ நிைனவி᾿ நிᾠᾷᾐΆ. எᾨᾷᾐᾺ பயிιசியி᾿ ப, 
ட, ம ஆகிய எᾨᾷᾐக῀ கιᾠᾷ தரᾺபᾌகிᾹறன. வாpவᾊவΆ எᾨதிᾰகா᾵டᾺபᾌகிறᾐ. இᾱᾁ 
எளிைமயிᾢᾞᾸᾐ கᾊனᾷதிιᾁᾲ ெச᾿ᾤத᾿ எᾹᾔΆ ᾒ᾵பΆ ைகயாளᾺப᾵ᾌ῀ளᾐ. 

6வᾐ பாடΆ ᾙத᾿ 25 பாடΆ வைர ெமᾼெயᾨᾷᾐகᾦΆ, 26 ᾙத᾿ 39 வைர உயி᾽ெமᾼ எᾨᾷᾐகᾦΆ 
அறிᾙகΆ ெசᾼயᾺப᾵ᾌᾺ பயிιசி அளிᾰகᾺபᾌகிᾹறன. ஒῂெவாᾞ எᾨᾷைதᾜΆ ‘ஈ’ காரΆ ᾙத᾿ 
ஔகார உயி᾽ெமᾼ எᾹᾠ ப᾵ᾊயᾢ᾵ᾌ வி᾵ᾌ அகரᾷைதᾜΆ ஆகாரᾷைதᾜΆ ெமᾼ எᾨᾷᾐகᾦடᾹ 
ேசா;ᾷᾐᾰ கιபிᾰகிறா᾽ ஆசிாியா; எᾨᾷᾐகைள வைகᾺபᾌᾷதி இᾞᾺபᾐ ஒேர மாதிாியாக இ᾿ைல. 

ᾗதிய ெசாιக῀ அறிᾙகᾺபᾌᾷதᾺபᾌΆெபாᾨᾐ அவιைற வாᾰகியᾱகளி᾿ இடΆ ெபறᾲெசᾼᾐ 
ஒᾢᾷᾐᾰகா᾵டᾺபᾌகிᾹறன. பிᾹனா; எ᾿லாᾺ பாடᾱகளிᾤΆ ெசாιகᾦᾰேகιற ஒᾞசில கᾞᾺᾗ 
ெவௗ;ைளᾺ படᾱகேள கா᾵டᾺபᾌகிᾹறன. ஒῂெவாᾞ ெசா᾿ᾤᾰᾁΆ ெபாᾞᾷதமான வᾶணᾺ 
படᾱகைள இைணᾷᾐᾰ கιபிᾺபᾐ ᾗலᾰகா᾵சி அᾔபவᾷைத ேமΆபᾌᾷᾐΆ. தமிைழᾷ தாᾼ 
ெமாழியாகᾰ ெகா῀ளாேதாᾞᾰᾁᾺ படᾱக῀ இ᾿லாம᾿ தமிழி᾿ ᾗதிய ெசாιகைளᾰ கιபிᾺபᾐ 
கᾊனமானதாக அைமᾜΆ. ᾙᾨைமயிᾢᾞᾸᾐ பᾁதிᾰᾁᾲ ெச᾿ᾤத᾿ எᾹᾔΆ கιபிᾷத᾿ ெதாழி᾿ ᾒ᾵பΆ 
ைகயாளᾺபᾌகிறᾐ. 

பயிιசியி᾿ விᾌப᾵ட எᾨᾷைத எᾨᾐத᾿, எᾨᾷைத மாιறி எᾨᾐத᾿ ஆகிய பயிιசிக῀ 
அளிᾰகᾺப᾵ᾌ῀ளன. பாடΆ 39 இ᾿ ஔகார உயி᾽ெமᾼ எᾨᾷᾐகைளᾰ கιபிᾰᾁΆெபாᾨᾐ ஆᾼத 
எᾨᾷᾐΆ கιபிᾰகᾺபᾌகிறᾐ. 

எᾨᾷᾐக῀ அறிᾙகᾷைதᾷ ெதாட᾽Ᾰᾐ ஒῂெவாᾞ பாடᾷதிᾤΆ எᾨᾷᾐக῀ இடΆ ெபᾠΆ ெசாιகைள 
எᾨᾷᾐᾰ ᾂ᾵ᾊᾺபᾊᾰகᾰ கιᾠᾷ தரᾺபᾌகிறᾐ. இடΆ ெபᾠΆ ெசாιகᾦᾰேகιற அைனᾷᾐᾺ 
படᾱகᾦΆ கா᾵டᾺபடாதᾐ ᾁைறயாக உ῀ளᾐ. கιபிᾷதᾢᾹ ெபாᾨᾐ ஆசிாியாpᾹ ᾁரᾤΆ 
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வாயைசᾺᾗΆ சில சமயᾱகளி᾿ ெபாᾞᾸதவி᾿ைல. ெபாᾐ ᾙᾹᾔைரயி᾿ 39 பாடᾱகைளᾺ பιறிய 
ᾆᾞᾰகᾙΆ அளிᾰகᾺப᾵ᾊᾞᾰகலாΆ. எனிᾔΆ எᾨᾷᾐக῀ அறிᾙகᾙΆ எᾨᾷᾐᾰகைள மனᾐᾰᾁ῀ᾦΆ 
வாᾼவி᾵ᾌΆ பᾊᾷத᾿ எᾹபᾐΆ அᾊᾺபைட நிைலயி᾿ தமி῁ கιறᾤᾰᾁᾺ ெபாpᾐΆ ᾐைண 
ெசᾼகிᾹறன. ெதளிவான ெபாிய வᾶணᾺபடᾱக῀ ெபாᾞᾷதமான அைசᾫகᾦடᾹ ேமᾤΆ 
ெமᾞᾂ᾵டᾺப᾵டா᾿ இᾺபயிιசி சிறᾺபானதாக அைமᾜΆ. 

இைணய வᾁᾺபைறᾜΆ கιேபா᾽இைணய வᾁᾺபைறᾜΆ கιேபா᾽இைணய வᾁᾺபைறᾜΆ கιேபா᾽இைணய வᾁᾺபைறᾜΆ கιேபா᾽ உளவியᾤΆஉளவியᾤΆஉளவியᾤΆஉளவியᾤΆ 
கιறᾢ᾿ கιᾁΆ ெபாᾞ῀, கιேபாரᾐ மனᾺபாᾹைம, கιேபாரᾐ ஆh;வΆ, நா᾵டΆ, விைளைவᾺ பιறி 
அறிᾸதிᾞᾷத᾿, கιᾁΆ ெபாᾞளிᾹ அளᾫ, சிᾰக᾿, நிைனᾫ ᾪᾲᾆ, இைடவி᾵ᾌᾰ கιற᾿ ஆகியன 
ᾙᾰகியᾷᾐவΆ ெபᾠகிᾹறன. தாᾶைடᾰ எᾹᾔΆ உளவிய᾿ அறிஞா; ஆயᾷத விதி, பயிιசி விதி, 
விைளᾫ விதி ஆகியவιைற ஆசிாியா;க῀ நᾹᾁ அறிᾸᾐ கιபிᾰக ேவᾶᾌΆ எᾹகிறா᾽. மாணவனிᾹ 
உட᾿, உ῀ளΆ இரᾶᾊᾹ ᾙதி᾽ᾲசி அᾊᾺபைடயி᾿ பாடᾱக῀ அைமய ேவᾶᾌΆ. ᾑᾶட᾿ ᾐலᾱக᾿ 
கιறைல வᾤᾺபᾌᾷᾐகிᾹறன. இைணய வழிᾺபாடᾱக῀ மாணவா;களிᾹ தனியா῀ ேவιᾠைமᾰ 
ேகιப வᾊவைமᾰகᾺபட ேவᾶᾌΆ. மீᾷதிறமிᾰக மாணவா;க῀ ேவகமாகᾰ கιᾠவிᾌவா; சராசாி 
மாணவா;க῀ பிᾹதᾱகியிᾞᾺபா; இவா;கᾦᾰᾁ பயிιசி, மீ῀ பயிιசி ேதைவᾺபᾌΆ. 

ῄகிᾹாிᾹ கιற᾿ விதிᾺபᾊ, இைணய வᾁᾺᾗᾰ கιறᾢ᾿ பயிιசி, மீ῀ பயிιசி, ெவᾁமதி அ᾿லᾐ 
வᾤᾬ᾵ᾌΆ ெசாιக῀ ஆகியன கιபிᾷத᾿ ᾂᾠகளாக உ῀ளன. கιபிᾷத᾿ எᾹபᾐ ஆசிாியᾞᾰᾁΆ 
மாணவᾞᾰᾁΆ இைடேய ஏιபᾌΆ இᾞவழிᾷ ெதாடா;பாᾁΆ. பிளாᾶடாிᾔைடய வᾁᾺபைற 
ஊடா᾵டᾺ பᾁᾺபாᾼவிைன இைணயᾰ கιறᾢ᾿ (Flander's Interaction Analysis) ᾙᾨைமயாகᾺ 
பயᾹபᾌᾷத இயᾤவதி᾿ைல. இᾱᾁ இைணய வழிᾰகιறᾢ᾿ ஒᾞவழிᾷ ெதாட᾽ேப உ῀ளᾐ. 

இைணய வᾁᾺபி᾿ ஆசிாியா; ம᾵ᾌேம ேபᾆகிறா᾽. மாணவா;களிᾹ உணா;ᾲசிகைள 
ஏιᾠᾰெகா῀ᾦத᾿, அவா;தΆ கᾞᾷᾐகைளᾷ ெதளிᾫபᾌᾷᾐத᾿, மாணவா; ேபᾆத᾿, மாணவா;க῀ 
ேபᾲைசᾷ ᾐவᾰᾁத᾿, அைமதி அ᾿லᾐ ᾁழᾺபΆ ஆகிய ᾂᾠக῀ இைணய வழிᾰகιறᾢ᾿ இடΆ 
ெபᾠவதி᾿ைல. ஆனா᾿ மாணவரᾐ ெசய᾿கைளேயா நடᾷைதையேயா ᾗக῁த᾿, வᾤᾬ᾵டΆ ெசᾼத᾿, 
வினா எᾨᾺᾗத᾿, மாணவா; ஏιᾁΆ வைகயி᾿ அைதᾲ ெசᾼ, இைதᾲ ெசᾼ எᾹᾠ க᾵டைள இᾌத᾿ 
ஆகிய நிக῁ᾫக῀ கιற᾿ கιபிᾷதைலᾺ ெபாᾞᾦைடயதாக ஆᾰகி இைணய வᾁᾺபைறைய ஓரளᾫ 
இய᾿பான வᾁᾺபைறᾲ ᾇழᾤᾰᾁ இ᾵ᾌᾲ ெச᾿கிᾹறன. 

வᾁᾺபைறᾲ ᾇழைல ஆசிாியா; மιᾠΆ மாணவா; இைடவிைனக῀, மனᾺபாᾹைமக῀ ஆகியவιைற 
அளவிᾌவதᾹ ᾚலேம கᾶடறிய இயᾤΆ. இைணய வᾁᾺபைறᾲ ᾇழ᾿ ஆசிாியாிᾹ ஆதிᾰகΆ நிைறᾸத 
ᾇழலாகேவ உ῀ளᾐ. ஆசிாியா; மாணவா; இைணᾸᾐ ெசய᾿பᾌΆ ᾇழᾤᾰᾁ அதிகΆ வாᾼᾺபளிᾺபதாக 
இ᾿ைல. 

கιேபாாிᾹ ேதைவகைளᾺ ᾗாிᾸᾐ ெகாᾶᾌ இைணய வᾁᾺபைறᾰ கιறᾤᾰகான பாடᾷதி᾵டᾱகைளᾰ 
கιற᾿ ெகா῀ைகக῀ அᾊᾺபைடயி᾿ அைமᾺபᾐΆ, உளவியலறிஞாிᾹ ᾐைணᾰெகாᾶᾌ 
ெசயιபᾌᾷᾐவᾐΆ இᾹறியைமயாதᾐ. இைணய வᾁᾺபைற ᾚலΆ தமிைழᾰ கιᾠᾰெகாᾌᾰᾁΆ 
ெபாᾨᾐ தனியா῀ ேவιᾠைமகᾦᾰᾁ ᾙᾰகியᾷᾐவΆ அளிᾰக ேவᾶᾌΆ. எனேவ, மீᾷதிறமிᾰக 
மாணவா;க῀, ெமᾐவாகᾰ கιேபா᾽, பிᾹதᾱகிேயா᾽ ஆகிய ᾚᾹᾠ நிைல மாணவா;கைளᾜΆ 
கவனᾷதி᾿ ெகாᾶᾌ கιபிᾷதைல ேமιெகா῀ள ேவᾶᾌΆ. ஆசிாியாpᾹ கιபிᾷதᾤᾰᾁᾷ ᾐைண 
ெசᾼᾜΆ வᾶணΆ கιற᾿ - கιபிᾷத᾿ ᾐைணᾰகᾞவிகைளᾺ பயᾹபᾌᾷᾐவᾐ கιபிᾷதைலᾷ திறᾹ 
உைடயதாக ஆᾰᾁΆ. 
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Nowadays one hears such expressions as ‘Education industry,’ ‘Education business.’ Abhorring, but 

we have to grin and bear it. No other go. When education has become a big business proposition 

parents who cough up hefty fees want substantial return on investment. The current crop of students, 

familiar with computers even at primary level, can easily take to the state of the art teaching aids. 

However, merely installing computers in schools and colleges is not enough. The whole education 

system will have to go the e-way in the upcoming decades. There will be e-learning everywhere by the 

time this century draws its curtains.  

At this juncture, E-learning presupposes E-teaching; hence it is incumbent on the academia to prepare 

E-teachers before launching E-learning in schools and colleges. Earlier supplementary attempts like 

occasional film shows, radio broadcast, UGC’s TV telecast of lessons were attempted; but they were 

little efficacious. A centralized education telecast system was not effective for various reasons; the 

main reason being the tradition bound classroom togetherness of the teacher and the taught was not 

there.  

However, the advent of computers replaced glass-slides as teaching aids for science subjects. Seminars 

and conferences have switched to power point presentations. The presentations have entered 

classrooms of management institutions. But all colleges offering MBA do not have teachers who use 

Power Point Presentation in classrooms. There is a clear rural-urban divide in the academia in using 

electronic teaching aids.  

When video tapes came up, some academics wondered whether all education material could be 

packed into the new mode. Alas, the contemplation suffered infant mortality. Though video tapes had 

their role in the 1980s as entertainment sources, they did not find place in academia for teaching 

purposes.  

With laptops booming, school and college fees soaring, teaching aids could as well be electronic now. 

E-learning is possible from primary to university courses. Possible, but can we take up right now? 

Why did the centralized teaching by broadcast, and UGC telecast fail? This question should open our 

eyes. That way of teaching was rigid by timing frigid by content. Gathering students at a place at a 

particular time to receive the centrally injected education was very difficult. It is so even now. But, 

with E-learning all students across the country could gain. E-tools can be livelier and personalized; 

hence students will welcome them.  
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Thus the computer era has accorded us enough scope for variety and flexibility to handle E-tools. 

Power Point Presentation of texts and visuals is quite handy, for the teacher and the taught. Teachers 

of the past who relied on chalk and talk, used to keep in mind all that they had to lecture in the 

classroom. Some teachers considered it beneath their dignity to carry cue cards. They loaded 

everything onto their mind. Some had hints on hand. Repetitive exercises made the teachers turn out 

like biped tape-recorders, except the creative lot among them who continued to enrich their 

knowledge by wider reading and fresh output in the classroom. They were very few.  

The Power Point Presentation, I should say, helps the teacher first before it reaches the student, 

provided the teacher takes it right earnest, with all sense of creativity. Here is a rider. Before he clicks 

the slides and start explaining, the teacher should have done homework. Along side the PPP, Power 

Point Presentation, he should not be the fourth P – Parrot, just repeating what is on the slides.  

If he has wide and sustaining reading habit, his presentation would be rich and different from others. 

A monotonous power point presentation will not enrich students in any way. PP has its limitations. 

Enrichment should come from the studious teacher. If the teacher, slack in avocation, just modifies the 

hard copy to a soft one, without applying his mind, the ideal pedagogy would be put to shame. In 

such a sorrowing situation neither the teacher nor the student gains anything. What could be an ideal 

situation of E-teaching vis-à-vis E-learning?  

E-Text Book Societies 

There is a Textbook Society in most states to help the government publish school textbooks. That is a 

governmental body. These committees should be reconstituted with a judicious mix of E-savvy young 

teachers and much experienced old timers. The committees should have experts for all subjects. The 

reconstituted E-textbook committees should have as many sittings as required to draw the course 

content and a basic power point program for all subjects, besides the requisite reference material.  

Then teachers should be given orientation programs. They should be trained in the new methodology. 

The participants should be advised to follow the core-presentation model. But they can take creative 

deviation and help increase the up-take capacity of students. Here the individual’s creative role also 

matters much. The world is not going to be same anymore and the academia will have far-reading 

changes very soon. 

Stage I 

The classrooms, in the initial stage, should be equipped with a screen and a projector. A white board 

can double up for this purpose. The newly trained teachers must use this facility. At this stage one 

cannot expect all students to use lap-tops. So, stage I is restricted to the E-savvy teacher. Students can 

take down the presentations and additional information provided by the teacher beyond Power Point 

Presentations. Stage I conceives E-tool as one of the factors and not as the absolute teaching aid. It 

matters little whether any student brings to the classroom – Laptops or not. 

Stage II 

Stage II envisages the classrooms being equipped with PCs. I would advocate a model that I saw 

recently at Hannan University, Osaka. The desk of the students has three PCs installed. The bench 

accommodates only two students. While the PC in the middle carries what the teacher projects on the 

screen, the other two are for the students. They see what is there in the PC in the middle and copy the 

same on to their PCs. Possibly they copy in the pen-drive also and do homework in their own systems. 
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They need not carry laptops to the classroom, enough if they carry a pen–drive; if needed, they can 

carry a paper file and needed books, just one or two.  

Stage III 

This is the total E-learning / E-teaching phase. This stage envisages all students carry laptops; each 

desk is provided with cable consoles for instant copying of what is projected. The students are obliged 

to listen to the teachers absorbingly and learn their lessons. Back home they click their computers and 

revise their course content. Those who browse find some individuals and groups offering E-learning 

packages. It is only at the nascent stage and the prompters will consolidate themselves by trial error 

methods in content development and market share.  

However, we have to accord welcome to the initial enthusiasm. It is laudable. How far these packages 

will be useful, or would they turn just money-spinners will have to be ascertained later. There is no 

statutory body now to rate and regulate these e-learning service providers. I consider it is the duty of 

the Government and the NGOs to regulate such private offers to create joint an E-repository.  

Stage IV 

Examinations could also be conducted the e-way. Question papers could be flashed on the screen. 

Students can key in answers in their systems for mailing to the central system where the teacher can 

evaluate answers and award marks. 

As a teacher, who defected to other walks of life and then returned to teaching after three decades, I 

wish to insist on infusing practical bearings on pedagogy by training the teachers first. The current 

psychological quotients in teacher education courses should stay on; but the new teacher education 

courses should inculcate all aspects of E-teaching. Brilliant persons should be drafted to teaching 

profession at the e-turn. They should be motivated to innovate and should be engaged to keep on 

updating.  

When introduced extensively E-teaching can eliminate private tuitions. E-tools offer education at 

home. Once we introduce as a pilot project in specific locations, E-learning could be extended to 

almost everywhere. Here again, I wish to state that E-teaching should be accorded priority.  

E-teaching, above all, will revolutionize the tradition bound paper-based, postal delivery linked 

distance education realm. The old system keeps really both the lessons and the students at distance, 

besides the teacher. The new correspondence courses, fully relying on E-tools will be a boon to 

distance education students; no hassles in getting by snail mail text book stuff as a torn bunch of 

papers, after inordinate delay.  

E-learning and E-teaching will re-write the teaching/learning methodology in schools, colleges and 

distance education provided the money of the Education ministry and mettle of the academics joins 

hands in molding the future generation that is familiar with computers even from school days.  

With the support of the government, the NGOs and computer companies, it is easy to replace the 

black board, the chalk and talk. What is needed is the will of the rulers to revolutionize the education 

system. Let them give color TVs, before the elections. But let them give after the elections computers, 

not free but at subsidized price in the interest of the rising generation’s extensive and effective 

education by the e-way.  
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உதவிᾺேபராசிாிய᾽, க᾿வியிய᾿ ᾐைற, 

பாரதிதாசᾹ ப᾿கைலᾰகழகΆஇ திᾞᾲசிராᾺப῀ளி, தமி῁நாᾌ.  
e-mail : skpdiet@yahoo.com 

 

ᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைர 
மாறிவᾞΆ உலகி᾿ நா῀ேதாᾠΆ ஏιபᾌΆ மாιறᾱகளி᾿ அைனᾷᾐΆ அᾶைமயாᾼ உணர ைவᾰகிறᾐ. 
வள᾽;Ᾰᾐ வᾞΆ ெதாழி᾿ ᾒ᾵பᾱக῀ தகவ᾿ ᾒ᾵பᾱக῀ தகவ᾿ ெதாழி᾿ ᾒ᾵பᾷ ᾐைறைய 
மாιறியைமᾷᾐ வᾞகிᾹறன. இᾸத மாιறᾱகைள தமி῁ெமாழிᾰ கιபிᾷᾤᾰᾁ எῂவாᾠ 
உ᾵பᾌᾷதிᾰெகா῀ளலாΆ எᾹபைதᾺ பιறிய எனᾐ கᾞᾷᾐᾰகைள இᾰக᾵ᾌைர ᾚலΆ விளᾰக 
விᾞΆᾗகிேறᾹ. உலகᾷ தமிழ᾽கைள தமி῁ெமாழியி᾿ ஒᾞᾱகிைணᾰக இைணயΆ ᾙதᾹைமயானதாக 
உ῀ளᾐ. இதைன ேமᾤΆ எளிைமᾺபᾌᾷதினா᾿ பயᾹபாᾌக῀ விைரᾸᾐ அதிகாிᾰᾁΆ. உலகᾸதᾨவி 
வாᾨΆ தமி῁ மᾰக῀ தமி῁ெமாழிையᾰ கιபதιᾁΆ, தமிழ᾽களிᾹ வரலாᾠ, கைல, பᾶபாᾌ உ῀ளி᾵ட 
வா῁விய᾿ ᾂᾠகைளᾺ பιறி அறிᾸᾐ ெகா῀வதιᾁ ேதைவயான மாιறᾱகைள அ᾿லᾐ 
அᾎᾁᾙைறகைள பிᾹபιறிட ேவᾶᾌΆ.  

இைணயᾷதிᾹ வழி தமி῁ கιற᾿இைணயᾷதிᾹ வழி தமி῁ கιற᾿இைணயᾷதிᾹ வழி தமி῁ கιற᾿இைணயᾷதிᾹ வழி தமி῁ கιற᾿    
ெமாழிᾺபாடΆ கιபᾐ எளிதᾹᾠ. ஆனா᾿ அதைன எளிதாகᾰ கιᾁΆ வைகயி᾿;, ஆ᾽வᾷைதᾷ ᾑᾶᾊ 
பாடᾺெபாᾞ῀கைளஇ பாடᾰகᾞᾷᾐᾰகைள நிைனவி᾿ ெகா῀ᾦΆ வைகயி᾿ இைணயᾷதி᾿ 
உᾞவாᾰகிட ᾙᾊᾜΆ. தமி῁ᾰ க᾿விைய – தமி῁ ெமாழிᾰ க᾿விைய அாிᾲᾆவᾊ ᾙத᾿ ஆராᾼᾲசிᾺ 
பᾊᾺᾗவைர வழᾱகிட ப᾿ᾥடகᾷதிᾹ (multimedia) வழிேய அைசᾫᾺ படᾱகᾦடᾹ 
அைமᾰகᾺபᾌவதா᾿, ேக᾵ட᾿ (listening), ேபᾆத᾿ (talking), பᾊᾷத᾿ (reading), எᾨᾐத᾿ (writing) - 
LSRW எᾹற அᾊᾺபைட ெமாழிᾷதிறைன எளிதாகᾺ ெபறᾙᾊᾜΆ. காரணΆ, கιற᾿-கιபிᾷதᾤᾰகான 
பாடᾱக῀ ப᾿ᾥடக வசதிகளா᾿ அᾲᾆவᾊவΆ, ஒᾢவᾊவΆ, ஒளிவᾊவΆ, ᾚலமாக ஆ᾽வᾷᾐடᾹ எளிய, 
இனிய ᾙைறயி᾿; கιᾠᾰெகா῀வ᾽. இைவேபாᾹேற உய᾽ க᾿விᾺ பாடᾷதி᾵டᾷதிᾹ ᾚலΆ 
தாᾼெமாழி, பᾶபாᾌ, வரலாᾠ, கைலக῀ உ῀ளி᾵ட வா῁விய᾿ ᾂᾠகைளᾜΆ, ேகா᾵பாᾌகைளᾜΆ 
அறிᾙக நிைலயிᾢᾞᾸᾐ ஆராᾼᾲசிநிைல வைரயி᾿ ப᾿ேவᾠ பிாிᾫகளி᾿ பாடᾷதிைன 
வᾊவைமᾷதிடலாΆ. இᾺபாடᾱகளி᾿ ஏιபᾌΆ ஐயᾱகைளᾺ ேபாᾰகிᾰெகா῀ள பாட ஆசிாிய᾽ 
கᾦᾰᾁாிய தி᾵டᾱகᾦΆ இைணயᾷதி᾿ ெகாᾶᾌவரᾺபட ேவᾶᾌΆ.  

தமி῁ ெமாழிᾰ கιபிᾷதᾢ᾿ எளிைமைய உ῀ளடᾰகிய மாιறᾱகைள உலகᾷ தமிழாசிாிய᾽க῀ அறிᾜΆ 
வைககளி᾿ ‘கιற᾿ - கιபிᾷதᾢ᾿ இைணயΆ’ எᾹற தனிெயாᾞ இைணயᾷைத உᾞவாᾰகிடலாΆ. இᾐ 
அய᾿ நாᾌகளி᾿ வாᾨΆ ெமாழியிய᾿ வ᾿ᾤந᾽கᾦᾰᾁΆ ெமாழியாசிாிய᾽கᾦᾰᾁΆ உதவியாக 
அைமᾜΆ. வள᾽Ᾰᾐ வᾞகிᾹற கணினிᾜலக ᾒ᾵பᾱகைள தமி῁ெமாழியிᾹ கιற᾿ - கιபிᾷதᾤᾰᾁ 
பயᾹபᾌᾷதிᾰ ெகா῀ள ேவᾶᾌΆ. மிக ேவகமாக வள᾽ᾸᾐவᾞΆ e-learning ᾐைறைய இᾹைறயᾲ 
ᾇழᾢ᾿ தமி῁ெமாழிᾰ கιபிᾷதᾤᾰᾁாிய ᾒ᾵பᾱகைள பயிιசிக῀ ᾚலΆ ஆசிாிய᾽கᾦᾰᾁ தரᾺப᾵ᾌ, 
தரᾺபᾌᾷதிய கιபிᾷதᾤᾰᾁ (Standardized Teaching) தயா᾽ ெசᾼய ேவᾶᾌΆ. இதᾹᾚலΆ 
இைணயᾷதிᾹ அைனᾷᾐ வசதிகைளᾜΆ தமிᾨᾰᾁᾺ பயᾹபᾌᾷதிᾰ ெகா῀ᾦΆ வாᾼᾺைபᾺ ெபறலாΆ. 

தமி῁ᾰ கιற᾿- கιபிᾷதைலᾺ ெபாᾠᾷத வைரயி᾿ உலகளாவிய ஒᾞ ᾙயιசியாக அ᾿லᾐ தி᾵டமாக 
இᾹᾔΆ வரᾫமி᾿ைலஇ வளரᾫமி᾿ைல. ᾗலΆ ெபய᾽Ᾰத தமி῁கைள இைணᾰᾁΆ வைகயிᾤΆ 
தமி῁ெமாழிைய உலகளாவிய ᾙைறயி᾿ கιகᾫΆ - கιபிᾰகᾫΆ (Universal Teaching-Learning Process) 
எᾸெதᾸத உᾷதிகைளᾺ பயᾹபᾌᾷதலாΆ எᾹபᾐ பιறிᾜΆ தமிழறிஞ᾽கᾦΆ ெமாழியிய᾿ 
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வ᾿ᾤந᾽கᾦΆ ஆசிாிய᾽கᾦΆ கலᾸதாᾼᾸᾐ ஒᾞ அைமᾺபிைன உᾞவாᾰகிஇ எᾸத நிைலயி᾿ கιக 
விᾞΆᾗகிறா᾽க῀ அதιகான பாடᾱக῀ எᾺபᾊ அைமய ேவᾶᾌΆ எᾹபைத கைலᾷதி᾵ட (Curriculam) 
வᾊவைமᾺபிᾹேபாᾐ கவனᾷதி᾿ ெகா῀ளேவᾶᾌΆ.  

தமி῁ ெமாழிைய தமி῁நா᾵ைடᾷ தவி᾽ᾷᾐ இரᾶடாΆ ெமாழியாகᾰ கιᾁΆ நிைலயிᾤ῀ள 
மாணவ᾽கᾦᾰᾁ ெமாழிᾷதிறᾹகைள வள᾽ᾷᾐᾰெகா῀ᾦΆ வாᾼᾺᾗகைள  

1. http://www.southasia.upenn.edu/tamil 

2. http://www.tamil.net/projectmadurai 

3. http://wwwtamil-heritage.org 

4. http://www.tamil.net 

5. http://www.tamil.org 

ேபாᾹற இைணயᾷ தளᾱக῀ வழᾱᾁகிᾹறன.  

க᾿விᾷ தி᾵டᾷதி᾿ இைணயவழிᾰ க᾿விைய மாணவ᾽கᾦᾰᾁ அளிᾺபதா᾿ அவ᾽களᾐ 
சிᾸதைனயாιற᾿ வள᾽ᾲசியைடᾸᾐ மாறிவᾞΆ ெதாழி᾿ᾒ᾵பᾷதிιᾁ தᾱகைள வᾤᾺபᾌᾷதிᾰ ெகா῀ள 
ᾙᾊகிறᾐ. இதιᾁ Artificial Intelligence (AI) எᾹᾠ ெசா᾿லᾺபᾌΆ ெதாழி᾿ᾒ᾵பᾷைத கιற᾿-
கιபிᾷதᾢ᾿ நைடᾙைறᾺபᾌᾷதிட ேவᾶᾊயᾐ காலᾷதிᾹ ேதைவ. க᾿வியிய᾿ வ᾿ᾤந᾽கைளᾰ 
ெகாᾶட அைமᾺபா᾿ ேமΆபᾌᾷதி வைரயᾠᾰகᾺப᾵ட கιற᾿ - கιபிᾷதᾢ᾿ ஏஐ இைணᾰகᾺபட 
ேவᾶᾌΆ. இᾸத ᾙயιசிகைள க᾿வி நிᾠவனᾱகᾦΆ பாடᾷதி᾵ட ேமΆபா᾵ᾌ ைமயᾱகᾦΆ ஆᾼᾫ 
ெசᾼᾐ ப῀ளிகளி᾿ நைடᾙைறᾺபᾌᾷதிடலாΆ. இைணயΆ வழிேய கιற᾿-கιபிᾷதᾢ᾿ வள᾽Ᾰத 
நாᾌகைளᾺ ேபால வளᾞΆ நாᾌகளிᾤΆ பாீ᾵சா᾽Ᾰத ᾙைறயி᾿ நைடெபιᾠ வᾞகிறெதᾹறாᾤΆ இᾸத 
(AI) ெதாழி᾿ᾒ᾵பᾰ ᾂᾠகைள எᾸத நிைலயி᾿ பாடᾷதி᾵டᾷேதாᾌ இைணᾰகᾺபடலாΆ எᾹᾠ 
ஆᾼᾫக῀ ெசᾼயᾺப᾵ᾌ வᾞகிᾹறன. கணினி ெதாழி᾿ᾒ᾵பΆ சா᾽Ᾰத கιற᾿ மாணவ᾽களிᾹ அறிᾫ 
வள᾽ᾲசிைய (Logistic Development) வள᾽Ὰபதி᾿ ᾙᾰகிய பᾱகாιᾠகிறᾐ. மாணவனிᾹ அᾊᾺபைட 
அறிᾫ, திறைம இவιறிᾹ அᾊᾺபைடயி᾿ மாᾠப᾵ட பயிιசிகைள ஏஐ ᾒ᾵பᾱக῀ ᾚலΆ கιற᾿ -
கιபிᾷத᾿ நைடெபᾠவதா᾿ மாணவᾹ ᾗதிய கᾞᾷᾐᾰகைள ெசᾼதிகைளᾺ ெபᾠகிறாᾹ.  

ᾗதிய ᾙைறக῀ᾗதிய ᾙைறக῀ᾗதிய ᾙைறக῀ᾗதிய ᾙைறக῀    
1. கιற᾿-கιபிᾷதᾢ᾿ ஒᾞ மாணவனிᾹ கιற᾿ ேபாᾰகிைனᾜΆ அவனᾐ சிᾸதைனகைளᾜΆ ஒᾞ 
ஆசிாிய᾽; பலவிதமான ேகாணᾱகளிᾢᾞᾸᾐ ஆᾼᾸᾐ கιற᾿ ᾙைறகைள உᾞவாᾰᾁவதιᾁ Modularity 
எᾹᾠ ெபய᾽. Modularity எᾹபᾐ ஒᾞ ெசயைல ெசᾼவதιᾁ ᾚைளயிᾹ ஒῂெவாᾞ சிᾠ சிᾠ 
தனிᾺபᾁதிᾜΆ ஒᾹேறாெடாᾹᾠ இைணᾸᾐ ெசய᾿பᾌவதாᾁΆ. ஒᾞ மாணவᾹ ஒᾞ பயிιசிைய 
ெசᾼᾜΆேபாᾐ அΆமாணவᾹ எளிய வழியி᾿ எῂவாᾠ மாᾠப᾵ட ᾒ᾵பᾱகைளᾰெகாᾶᾌ ெபறᾙᾊᾜΆ 
எᾹபைத அᾊᾺபைடயாகᾰ ெகாᾶடேத Modularity தᾷᾐவΆ.  

2. மாணவ᾽களிᾹ கιற᾿ சிைதவதιᾁ கவனᾲ சிைதᾫΆ ஒᾞ காரணமாᾁΆ. கவனΆ (Attention) 
ᾁைறᾜΆேபாᾐ அ᾿லᾐ சிதᾠΆேபாᾐ ெபறᾺபᾌΆ தகவ᾿கைள ᾚைளயி᾿ ஆழமாக (Long term 
memory) பதிய ᾙᾊயாᾐ. இதனா᾿ கவனᾷைத சீ᾽ ெசᾼயᾫΆ நிைல நிᾠᾷதᾫΆ, ᾋைழ கநநன ᾊயஉம 
எᾹற ᾙைறைய சில நாᾌக῀ ெசᾼᾐ வᾞகிᾹறன. இதιᾁ ᾁறிᾺபி᾵ட வᾹெபாᾞ᾵க῀ ேதைவ. 
கணினிேயாᾌ இைணᾰகᾺப᾵ட ஒᾢவாᾱகிைய தைலயி᾿ அணிᾸᾐ ெகாᾶᾌ கιறᾢ᾿ ஈᾌபᾌவ᾽. 
ᾚைளயிᾹ அைலவாிைசயி᾿ ஒᾢவாᾱகி ெபாᾞᾷதᾺப᾵ᾌ῀ள கணினிᾰᾁᾷ ெதாியᾺபᾌᾷதᾫΆ. 
மாணவனிᾹ கவனΆ மாᾠΆேபாᾐ கணினியி᾿ அᾸதᾷ தகவ᾿ெதாிᾜΆ. கவனΆ சிதᾠΆேபாᾐ 
மாணவேன தᾹைன ேசாதிᾷᾐ கவனΆ மாறாᾐ கιறᾢ᾿ Lgl Bio-feed Back ᾙைற ᾐைண ெசᾼகிறᾐ. 
சிᾸதைனᾷ ᾑᾶடைல வள᾽ᾰᾁΆ பாடᾱகைளᾺ ேபாதிᾰᾁΆ ெமᾹெபாᾞ᾵கைள உᾞவாᾰகி அதைன 
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மாணவ᾽கᾦᾰᾁ கιறᾢᾹேபாᾐ அளிᾷதிட வைகெசᾼᾜΆ க᾵டகᾷைத (Module) உᾞவாᾰகிட 
ேவᾶᾌΆ. இதιᾁ உலகிᾹ க᾿விᾷᾐைறையᾲ சா᾽Ᾰத வ᾿ᾤந᾽க῀ ஒᾞᾱகிைணᾸᾐ இᾸதᾺ பணிையᾲ 
ெசᾼய ேக᾵ᾌᾰ ெகா῀ளலாΆ. 

3. இைணயᾷதி᾿ க᾵ᾌைர, ெமாழிᾺபயிιசி, கᾞᾷதறித᾿, இலᾰகியΆ ேபாᾹற பாடᾱகைள ேத᾽ᾫ 
ெசᾼயᾺப᾵ᾌ வᾁᾺᾗ வாாியாக கணினியி᾿ TSC எᾨᾷᾐᾞᾰகளா᾿ பாடᾱக῀ அᾲசிடᾺப᾵ᾌ 
படᾱகᾦΆ வᾶணᾱகᾦΆ ேச᾽ᾰகᾺப᾵ᾌ ப᾿ᾥடகᾺ பாடᾱகளாக வᾊவைமᾰகᾺபᾌΆ.  

இῂவாᾠ தயாாிᾰகᾺப᾵ட இைணயᾺ பாடᾱகைள ஒᾞ கணினி நிᾠவனΆ இயᾱᾁ எᾨᾷᾐᾞᾰகளாக 
(dynamic fonts) மாιறியைமᾰᾁΆ. இῂவாᾠ அைமᾺபதா᾿, மாணவ᾽க῀ தமி῁ எᾨᾷᾐᾞᾰகைள 
காᾶபதி᾿ சிᾰகᾢᾞᾰகாᾐ. இதᾹபிᾹ இைணயᾺ பᾰகᾷைத மாணவ᾽க῀ தᾱக῀ ᾪ᾵ᾊᾢᾞᾸதவாᾠ 
காணᾙᾊᾜΆ. பாடᾱகைளᾰ கιபிᾷத᾿, ᾁறிᾺᾗக῀ வழᾱᾁத᾿, பயிιசிᾰகான வினாᾰக῀ அைனᾷᾐΆ 
கணினியிᾹ இைணᾺபᾰகᾷதிேலேய அைமᾸதிᾞᾰᾁΆ. அவιைற மாணவ᾽க῀ தமᾰᾁகᾸத ேநரᾷதி᾿ 
கιக ᾙᾊᾜΆ. இதி᾿ ஏιபᾌΆ ஐயᾱகைளᾺ ேபாᾰகிᾰ ெகா῀ள மாணவ᾽க῀ ஆசிாியᾞடᾹ மிᾹனᾴச᾿ 
ᾚலமாகᾷ தமிழிேலேய ெதாட᾽ᾗ ெகா῀ளலாΆ.  

4. அறிவிய᾿ எᾹபᾐ எῂவாᾠ அைனவᾞᾰᾁΆ ெபாᾐவானேதா அᾐேபால கணினிᾷ தமிᾨΆ 
ஒᾹᾠேபாலᾺ பயᾹபᾌᾷதᾺபட ேவᾶᾌΆ. ஆᾱகில ெமᾹெபாᾞ᾵களி᾿ உலகளவி᾿ 
பயᾹபᾌᾷதᾺபᾌΆ File, Edit, View, Format, Print, Save, Exit, Copy, Paste, Cut, Cancel, OK ேபாᾹற 
ெசாιகᾦᾰᾁ தாᾱக῀ சாிெயᾹᾠ கᾞᾐΆ தமி῁ ெசாιகைளᾺ பயᾹபᾌᾷᾐகிᾹறன᾽. உலகளாவிய 
அளவி᾿ பயᾹபᾌᾷதᾺபᾌΆ ெமᾹெபாᾞ῀கைள தமிழி᾿ அைனவராᾤΆ ஏιᾠᾰெகா῀ளᾷ தᾰக 
வைகயி᾿ தரᾺபᾌᾷதᾺப᾵ட ெசாιகைளᾺ பயᾹபᾌᾷத ேவᾶᾌΆ. கணினிᾷ ெதாழி᾿ᾒ᾵ப வசதிைய 
வளமான க᾿விᾲ ᾇழலாᾰக ேதைவயான வழிகைள ேமιெகா῀ள ேவᾶᾌΆ. இதைனᾺ பιறி 
ஆசிாிய᾽க῀, ெதாழி᾿ᾒ᾵பᾱைள தி᾵டமிᾌΆ வ᾿ᾤந᾽க῀, ஆசிாிய᾽க᾿வி நிᾠவனᾱக῀, 
க᾿வியாள᾽க῀ ஆகிேயா᾽ ஒᾹறிைணᾸᾐ ஒᾞ ெபாᾐ ெசய᾿தி᾵டᾷதிᾹ ᾚலΆ (Common Minimum 
Programme) தரஅளᾫகைள அைமᾰக ேவᾶᾌΆ. இῂவாᾠ அைமᾰகᾺபᾌΆ ெதாழி᾿ᾒ᾵ப 
க᾿விᾲᾇழலா᾿ கιற᾿-கιபிᾷத᾿ ெசயᾢ;᾿ ᾙᾨைம ெபற ᾙᾊᾜΆ. 

5. இᾹைறயᾲ ᾇழᾢ᾿ மாணவ᾽கᾦᾰᾁᾷ ேதைவயான திறᾹகைளᾜΆ சிᾰக᾿கᾦᾰகான தீ᾽ᾫகாᾎΆ 
விதிᾙைறகைளᾜΆ ெபᾠகிᾹற க᾿விᾲ ᾇழைல மாணவ᾽கᾦᾰᾁ வழᾱக ேவᾶᾌΆ. இதιᾁ கணினிᾰ 
க᾿வியிᾹ தர அைமᾺᾗகைள கீ῁ᾰகᾶடவாᾠ பிாிᾰகலாΆ. 

• கணினி ெதாழி᾿ᾒ᾵பᾱகைளᾜΆ ெசய᾿ᾙைறகைளᾜΆ மாணவ᾽க῀ ᾗாிᾸᾐ ெகா῀ᾦத᾿ 

• ெதாழி᾿ᾒ᾵பᾷᾐடᾹ ெதாட᾽ᾗ῀ள சᾚக பᾶபா᾵ᾌ பிரᾲசிைனகைளᾜΆ மாணவ᾽க῀ ᾗாிᾸᾐ 
ெகா῀ᾦத᾿ 

• கιற᾿ மιᾠΆ பைடᾺபாιற᾿ (Creative Skill) திறைன வள᾽ᾷᾐᾰ ெகா῀ள᾿ 

• கணினிᾷ ெதாழி᾿ ᾒ᾵பᾷைதᾺ பயᾹபᾌᾷதி எதி᾽கால ஆᾼᾫகைள ெசᾼத᾿ 

• ேதைவᾰேகιப ெதாழி᾿ᾒ᾵பᾺ ᾗᾐைமகைள ேமιெகா῀ᾦத᾿ 

• நைடᾙைற வா῁ᾰைகயி᾿ ஏιபᾌΆ சிᾰக᾿கᾦᾰᾁ விைட காᾎத᾿. 

ேமιᾂறியவιைற உ῀ளடᾰகிய ெதாழி᾿ᾒ᾵பᾲ ᾇழᾤடᾹ பாடᾷதி᾵டᾷைத வᾊவைமᾰகᾺப᾵டா᾿ 
ப᾿வைகᾺப᾵ட மாணவ᾽களிᾹ ேதைவகைளᾜΆ நிைறᾫ ெசᾼவதாக அைமᾜΆ. 

6. பாடᾷதி᾵டᾷைதᾺ பிᾹபιறிய பாடᾓ᾿கᾦΆ அவιைறᾰ கιபிᾰᾁΆ ஆசிாிய᾽கᾦᾰᾁாிய 
பயிιᾠᾙைறகைளᾜΆ வழிகா᾵ᾊ க᾵டகᾱகைளᾜΆ ெவளியிட ேவᾶᾌΆ. இைவ ᾚᾹᾠΆ ᾙᾰகியᾷ 
ேதைவகளாᾁΆ.  

7. கணினியி᾿ ᾗலைம ெபιற ஆசிாிய᾽களா᾿ ம᾵ᾌΆ இைணயᾷதி᾿ பாடᾱகைளᾷ தயாாிᾷᾐᾰ க᾿விᾷ 
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தளᾱகைளᾲ ெசய᾿பᾌᾷதி᾵ட நிைலைம மாறி தιேபாᾐ Hot Potatoes எᾹற ெமᾹெபாᾞளிᾹ ᾚலΆ 
கணினியி᾿ அᾊᾺபைடᾷதிறᾹ ெபιற யாராᾤΆ சிறᾺபாக ஊடா᾵ᾌ (Templates) பயிιசிகைளᾷ 
தமிழி᾿ தயாாிᾰக ᾙᾊᾜΆ. Half Backed Software எᾹற நிᾠவனᾷதினாிᾹ இᾸத ெமᾹெபாᾞ῀ ᾚலΆ 
இைணயΆ சா᾽Ᾰத ெமாழிᾺ பயிιசிகைளᾷ தமிழிேலேய உᾞவாᾰக ᾙᾊᾜΆ. இயᾱᾁΆ 
ெமᾹெமாழிகளாக Hot Potatoes இᾞᾸதாᾤΆ பᾊம அᾲᾆᾰகைளᾰ (Templates) ெகாᾶᾌ ெமாழிᾺ 
பயிιசிகைள எளிதி᾿ தயாாிᾷᾐ இைணயᾷதி᾿ ெகாᾶᾌ வரலாΆ. தமிழிᾹ எதி᾽காலᾷைத தமிழாிᾹ 
எதி᾽காலᾷைத தீ᾽மானிᾰகᾰᾂᾊய ஒᾞ ெபாிய சᾰதியாக இᾹைறᾰᾁ இைணயΆ வள᾽Ᾰᾐ῀ளᾐ. 
ஆᾱகிலᾷதிιᾁ அᾌᾷத தமிழி᾿தாᾹ அதிகமான இைணᾺபᾰகᾱக῀ உ῀ளன எᾹபᾐ தமிᾨᾰᾁ 
ெபᾞைம. 

ᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைர    
ெமாᾷதΆ 7.5 ேகாᾊ தமிழ᾽களி᾿ 20 சதவகிதΆ ேப᾽ அதாவᾐ 1.5 ேகாᾊ ேப᾽ தமிழக எ᾿ைலᾰᾁ 
ெவளிேய வா῁கிறா᾽க῀. இᾸதியாவி᾿ தமி῁ ஒᾞ மாநில ஆ᾵சிெமாழி ம᾵ᾌேம. ஆனா᾿ இலᾱைக, 
சிᾱகᾺᾘ᾽ ஆகிய நாᾌகளி᾿ தமி῁ ேதசிய ஆ᾵சி ெமாழி. மேலசியா, ெமாாீஷியῄ, ஃபிஜி, 
ெதᾹஅெமாிᾰகா ேபாᾹற பல நாᾌகளி᾿ அᾱகீகாிᾰகᾺப᾵ட ெமாழி. தமிழிᾹ இᾸத உலகᾷ தᾁதிைய 
நாΆ காᾺபாιற ேவᾶᾌΆ. அῂவாᾠ காᾺபாιற ேவᾶᾌமானா᾿ ᾗலΆ ெபய᾽Ᾰத அயலகᾷ தமிழ᾽க῀ 
தமᾐ தாᾼெமாழிேயாᾌ ெதாட᾽ᾗ῀ளவ᾽களாக இᾞᾰக ேவᾶᾌΆ.  

உலகளவி᾿ பயᾹபா᾵ᾊᾤ῀ள ெமாழி எᾹற ெபᾞைமையᾺ பாᾐகாᾰகᾫΆ வᾢைமᾺபᾌᾷதᾫΆ உலகᾷ 
தமி῁களைனவᾞΆ தமிைழᾺ பயᾹபா᾵ᾊιᾁ ெதாட᾽Ᾰᾐ ெகாᾶᾌ வரேவᾶᾌΆ. இதιᾁ தமி῁ கιபᾐ 
எளிதாᾰகᾺபட ேவᾶᾌΆ. நமᾐ ஆைசக῀ ெபாியதாக இᾞᾰக ேவᾶᾌΆ, நமᾐ கனᾫக῀ ெபாியதாக 
இᾞᾰக ேவᾶᾌΆ. நாΆ உலᾁதᾨவி வாᾨΆ ெமாழிᾰᾁᾌΆபΆ எᾹற ெபᾞைமெகா῀ள ேவᾶᾌΆ. 
அதιேகιப நமᾐ அᾎᾁᾙைற, க᾿விᾷ தி᾵டᾱக῀ ெசய᾿பᾌᾷᾐΆᾙைற மாற ேவᾶᾌΆ. விாிᾸதᾺ 
பா᾽ைவயி᾿ இᾸத ைவயகᾷைத ஆள ேவᾶᾌΆ. 
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Introduction 

Learning vocabulary is essential to develop communicative skill of any language and it is a backbone 

of the language. To develop Tamil language, young learners should acquire thousand vocabularies. 

Present methods of teaching vocabulary in Tamil are not fruitful to the young learners to improve 

their competencies in vocabulary of Tamil. Special innovative method can be supported to the young 

learners acquiring more vocabularies for suitable communication transactions in Tamil. The 

researcher endeavored to prepare a package for acquiring more vocabularies in Tamil for the young 

learners at standard V. The study enlightens the effectiveness of Multimedia Package in Learning 

Vocabulary in Tamil at standard V. 

Objectives of the study 

1. To find out the problems of conventional methods in learning vocabulary inTamil. 

2. To find out the significant difference in achievement mean score between the pre test of 

control group and the post test of control group. 

3. To find out the significant difference in achievement mean score between the pre test of 

Experimental group and the post test of Experimental group. 

4. To find out the impact of Multimedia package in Learning Vocabulary in Tamil at standard V. 

Hypotheses of the study 

1. Learners of standard V have problems in learning vocabulary in Tamil. 

2. There is no significant difference in achievement mean score between the pre test of control 

group and the post test of control group.  

3. There is no significant difference in achievement mean score between the pre test of 

Experimental group and the post test of Experimental group.  

4. Multimedia package is more effective than conventional methods in Learning Tamil 

Vocabulary at standard V. 

Variables 

The independent variables namely Multimedia package and the dependent variable namely 

achievement score were used in this study. 

Delimitations of the Study 

The responsibility of the researcher is to see that the study is conducted with maximum care in order 

to be reliable. However, the following delimitations could not be avoided in the present study. 

1. The study is confined to 60 students of standard V studying in primary school, Pulluvapatti, 

Coimbatore.  

2. The study is confined to learning Tamil vocabulary of the state board text book 
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Methodology 

Parallel group Experimental method was adopted in the study.  

Sample: Sixty pupils of studying in standard V from Panchayat Union Primary school, 

Polluvapatti, Coimbatore were selected as sample for the study. Thirty students were 

considered as Controlled group and another thirty were considered as Experimental group.  

Tool: Researcher’s self-made achievement test was used as a tool for the study. An 

achievement test consisted of fifty questions 

Construction of tools 

The investigator’s self made Achievement test was used for the pretests and post tests of both control 

groups and experimental groups. The same question was used for both pre and post tests to evaluate 

the pupils’ skills of vocabulary in Tamil through objective types of question which carried one mark 

for each question and contained 50 marks. 

Pilot study  

In order to ascertain the feasibility of the proposed research and also the adequacy of the proposed 

tools for the study a pilot study had been undertaken. During the pilot study, the problem under 

study had been finely tuned. Sufficient number of model question papers were prepared and 

distributed to 10 students of standard V in Panchayat Union Primary school, Polluvapatti,Coimbatore 

for the pilot study. This exercise was repeated twice over two sets of 10 students each. The clarification 

raised by the students was cleared then and there and the filled answer scripts were collected by the 

researcher. These students were selected in such a way that they were not part of either the control 

group or experimental group.  

Reliability of the tool 

A test is reliable if it can be repeated with a similar data set and yields a similar outcome. The 

expectation of a good research is that it would be reliable. It refers to the trustworthiness or 

consistency of measurement of a tool whatever it measures. Under this study the reliability had been 

computed using test-retest method and the calculated value comes to 0.84. The value is quite 

significant and implies that the tools adopted were reliable. Hence the reliability was established for 

the study. 

Validity of the tool 

The concept of validity is fundamental to a research result. A result is internally valid if an 

appropriate methodology has been followed in order to yield that result. A test is said to be valid if it 

measures what it intends to measure. The expert opinion of the co staff was obtained before freezing 

the design of the tools. Subject experts and experienced teachers were requested to analyse the tool. 

Their opinions indicated that the tool had content validity.  

Procedure of the study 
1. Identification of the problem by administering pre-test to the both groups.  

2. Planning.  

3. Preparation of package.  

4. Execution of activities through using the package. 

5. Administering post-test.  
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Data collection 

The researcher administered pretest to the pupils with the help of the teachers. The question paper 

and response sheets were given to the individual learners and collected and evaluated learning 

obstacles of the learners were identified by the pretest. The causes of low achievement by unsuitable 

methods were found out. Multimedia package used in the classroom for learning vocabulary for one 

week. The post test was administered and the effectiveness of the Multimedia package was found. 

Data analysis  

Statistical technique t test was applied for the study. 

Hypothesis Testing  

Hypothesis 1 

Students of standard V have problems in learning Vocabulary in Tamil at Panchayat Union Primary 

school, Polluvapatti, Coimbatore. In the pre-test, students score 32% marks in learning Tamil 

vocabulary through conventional method and the Experimental group students score 68% marks. It 

shows that Students of standard V have problems in learning Vocabulary in Tamil at Panchayat Union 

Primary school, Polluvapatti, Coimbatore. 

Hypothesis 2 

There is no significant difference between the pret test of control group and post test of control group 

in achievement mean scores of the pupils in learning Vocabulary in Tamil at standard V in Panchayat 

Union Primary school, Polluvapatti, Coimbatore. 

Table -1 (achievement mean scores between pre test of control group and posttest of Control group) 

 

 

 

 

 

 

The calculated ‘t’ value is (1.73) greater than table value (2.00). Hence null hypothesis is accepted at 

0.05 levels. Hence there is no significant difference between the pre test of control group and post test 

of control group in achievement mean scores of the learners in learning vocabulary in Tamil. 

Hypothesis 3 

There is no significant difference between the pre test of Experimental group and post test of 

Experimental group in achievement mean scores of the pupils in learning vocabulary in Tamil. 

Table-2 (achievement mean scores between pretest of Experimental group and posttest of Experimental group) 

 

 

 

 

 

Stages N Mean S.D. df t- value Level of significance 

Pretest control group 30 45.60 4.454 

Post test control group 30 47.60 4.492 
58 1.73 P<0.05 

Stages N Mean S.D. df t- value Level of significance 

Pretest Experimental group 30 50.30 5.04 

Post test Experimental group 30 85.63 6.61 
58 22.71 P>0.05 
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The calculated ‘t’ value is (22.71) greater than table value (2.00). Hence null hypothesis is rejected at 

0.05 levels. Hence there is significant difference between the pre test of Experimental group and post 

test experimental group in achievement mean scores of the learners of Tamil in vocabulary. 

Hypothesis 4 

Learning vocabulary by using Multimedia Package is more effective than existing methods.  

Achievement mean scores of the learners in post-test of control group is 47.60 and the achievement 

mean scores of the learners post test of Experimental group is 85.63.Score of the post test of 

Experimental group (85.63) is greater than Pre test of Experimental group(50.30) It shows that learning 

vocabulary by using Multimedia Package is more effective than conventional methods. 

Findings 

1. In the pre-test, students score 32% marks in learning Tamil vocabulary through conventional 

method and the Experimental group students score 68% marks.It shows that Students of 

standard V Panchayat Union Primary school, Polluvapatti,,Coimbatore have problems in 

learning Tamil vocabulary through conventional method.  

2. There is no significant difference between the pre test of control group and post test control 

group in achievement mean scores of the pupil of standard V in learning Tamil vocabulary 

through Multimedia Package at Panchayat Union Primary school, Polluvapatti, Coimbatore. 

3. There is significant difference between the pre test of Experimental group and post test of 

Experimental group in achievement mean scores of the pupils in learning Tamil vocabulary. 

4. Learning vocabulary in Tamil by using Multimedia Package gave significant improvement.  

Educational Implications 

1. Using Multimedia Package learning different subjects can be extended to primary level, 

secondary level and higher secondary level.  

2. It can be encouraged to implement to use in adult education 

3. It may be implemented in teachers education  

4. It may be implemented in alternative school  

5. Slow learners can improve by using it  

6. It may be more supportive to promote Sarva Siksha abiyan in grass root level. 

Conclusion 

The study reveals that Students of standard V in Panchayat Union Primary school, 

Polluvapatti, Coimbatore have problems in learning Tamil vocabulary through conventional 

method. Learning vocabulary in Tamil through Multimedia package is more effective than 

conventional methods. Hence it will be more supportive to enrich vocabulary in Tamil at 

primary education. 

References 

1. Geetha.T.V and Rajan parthasarathy, Multimedia Chemistry in Tamil for X standard Students. 

2. James.E Shuman and Thamson wadsworth(1988) Multimedia Action. 

3. Sampath.K,Paneerselvam.A and Santhanam.S(1998), Introduction to Educational 

Technology,Sterling publishers Pvt Ltd. 



49 

Enhancing Learning of Tamil Language 
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Abstract: In recent years, there seems to be an upward trend of Indian pupils entering 

primary one who take Tamil as their Mother Tongue but come from non-Tamil 

speaking home environments. Pupils are found to be unable to effectively 

communicate their ideas and opinions in the language. Some even express fear and 

anxiety when asked to communicate their ideas in Tamil. This paper presents how 

technology can be leveraged in a one-to-one computing environment to enhance 

learning of Tamil language. In this environment, there is an eclectic blend of mastery 

driven approaches as well as constructivist pedagogies. In a ubiquitous computing 

environment, the teacher is able to tailor lessons and support pupils of varying 

abilities; thus scaffolding their learning to build their esteem and to eventually help 

them to gain confidence to communicate their ideas. This paper will show the 

strategies used in a technology-rich environment and the challenges faced by the 

Primary one and two classes to achieve the objectives. 

Keywords: Integration of Technology, One-to-one computing 

 

Introduction & Purpose 

Recent statistics shows that there is a shift of Tamil language usage at home (Ministry of Education – 

Singapore, 2005). The survey data findings conducted in our school with Tamil pupils during the 

Primary 1 orientation in 2008 and 2009 also reflected similar trend with close to more then 40% of 

Tamil pupils coming from non Tamil speaking background. This implied a lack of authentic context of 

the usage of the Mother Tongue languages at home. As a result pupils faced communication problems 

both in written and oral presentation of ideas, constructing a grammatically correct sentence and 

using the language in a particular situation or context. With a greater emphasis in Standard Spoken 

Tamil pupils are challenged further in the appropriate contextual usage of Tamil language.  

Background of One to One computing environment 

The school in this research study is Beacon Primary School, one of the future schools under the 

FutureSchools@SG project jointly initiated by the local Ministry of Education (MOE) and the 

Infocomm Development Authority (IDA). Its primary purpose is to explore the possibilities of using 

and leveraging on information communication technologies (ICT) in the educational realm, especially 

in the area of Mother Tongue languages acquisition among young learners, aged 7 to 8. With this 

context in mind, series of lessons were designed and implemented emphasis on language building 

authentic activities with elements of play leveraging on information communication technologies 

(ICT). All Tamil pupils were given a laptop and are equipped with basic handling of the equipment. 

All Tamil pupils are taught how to use Microsoft PowerPoint, Microsoft Word and Photostory3 for 

Windows. The Tamil classroom is equipped with Promethean Interactive Whiteboard.  

Studies have shown that ICT could be used to better engage learners (Fontana, Dede, White, & Cates, 
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1993; Herrington & Oliver, 1998; Jonassen, Peck, & Wilson, 1999; Sarapuu & Adojaan, 1999; Oliver & 

Hannafin, 2000; Jonassen, 2000; Jonassen & Carr, 2000; Hollingworth & McLoughlin, 2001; Kearney &  

Treagust, 2001; Neo & Neo, 2001). Jonassen and Carr (2000) propose the approach of learning with 

technology where learners are actively involved in the construction of their own knowledge with the 

help of ICT tools. They propose that technologies could be used as mind tools for the construction of 

their knowledge and engaging learners in evaluating, analysing, connecting, elaborating, synthesising, 

imagining, designing, problem-solving, and decision-making.  

ICT tools allowed learners to express their thought processes through multimedia presentations, that 

is, a consolidation of images, text, animation, and sound. Van Scoter (2004) advocates that digital 

images support language development. When young learners use ICT tools to tell stories they create 

with a combination of words and pictures, these stories present a wonderful opportunity for students 

to create an image with meaning for them. Haugland (1992) advocates that children using computers 

could gain intelligence, structural knowledge, long-term memory, manual dexterity, verbal skills, 

problem solving, abstraction and conceptual skills over those who did not use computers. The main 

idea is not to use the computer for itself but to include supporting activities that will allow for 

meaningful learning. 

Rationale, Approach and Design 

Rationale 

Learning in complex and ill-structured knowledge domains requires accommodation of multiple 

perspectives embedded in authentic activities and the reconciliation of those perspectives with 

personal beliefs resulting in conceptual change. We reason that instead of merely flooding the pupils 

with vocabulary from anywhere, we are constructing knowledge and context through authentic 

activities. The authentic activities also included elements of play as a pedagogical tool. 

Approach 

A case study approach was used in this study to look into how authentic activities with elements of 

play and leveraging on the use of ICT to better engage pupils in learning of Tamil language. A case 

study approach is being used to better understand the impact and potentials of the strategies used in 

this study. Case study research is not sampling research and it is also not the primary intent of this 

study to understand other cases. According to Stake (1995), it may be useful to try to select cases that 

are typical or representative of other cases, but a sample of one or a sample of just a few is unlikely to 

be a strong representation of others. The most important criterion of using case study as a research 

method is to maximise what we can learn from this instance.  

Design 

The lessons are designed based on the three concepts of authenticity, learning with technology, and 

play as discussed above. Students were engaged in an authentic setting by playing. Using the 

experience and resources built during play (e.g., digital images and vocabulary), they created digital 

stories using ICT tools. A diagram depicting the basic lesson design flow and its stages is presented in 

Figure 1.  
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Figure 1 – Lesson Design and stages of implementation 

Stage1 – Introduction to topic and vocabulary 

Stage 2 – Authentic Learning Experiences with Elements of Play 

Stage 3 – Creation of Digital Story (Multimedia) 

Stage 4 – Presentation & Assessment 

Stage 5 - Editing 

Stage1 – Introduction to topic and vocabulary 

The pupils were provided platform to enrich vocabulary by tying literacy with context using 

ICT tools. Examples of this strategy include the using of digital images, e-books, and online 

resources to build and understand the set of vocabulary used in the theme. Students were 

prompted to discuss about the topic. Figure 2 and 3 depict the usage of Big Books and 

Interactive White Board to engage pupils in the initial stage of this lesson design. 

Stage 2 – Authentic Learning Experiences with Elements of Play  

Pupils will go through an authentic experience or learning journey. These learning 

experiences help them internalise the information they gather and serve as a platform to 

verbalise their meaning making. Peer collaboration and interaction is a means for the pupils to 

articulate their thought processes.  

Stage 3 – Creation of Digital Story (Multimedia) 

Using the resources accumulated during the authentic activity, pupils to create digital stories. 

These stories are the outputs of their authentic learning experience.  

Stage 4 – Presentation & Assessment 

Pupils can present their creations in the following ways: 

a) Pupils save their creations in the computer network shared folder for their peers to 

assess based on a checklist (see Annex 1 for details). Peers to write their feedback by 

ticking or crossing appropriate boxes with the criteria listed and provide feedback to 

their classmates. 

b) Pupils save their wok in the computer network shared folder for teacher to assess the 

digital story based on a set of rubrics. Teachers to provide feedback for 

improvements. 

c) Pupils present the digital story to the class. Teacher to ask questions to elicit response 

from the pupils to explain reasons behind the text, images or audio recorded. Teacher 

and peers to give feedback for further improvements to the story based on a checklist 

provided (see Annex 1 for details).  

Stage 5 - Editing 

Pupils take ownership in learning by editing after feedback was given by peers or teacher. 

Depending on the time frame, students may edit as many times as they want. 
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Research Methods 

Pupils’ Performance 

A diagnostic test was conducted at the start of academic term to assess the reading, listening and 

speaking levels of the pupils. Pupils’ performance was also examined using alternative assessment 

and their end-of-year oral assessment. The components assessed in alternative assessment included 

oral communication. Pupils’ artefacts like the digital stories also provided a good platform to gauge 

the progress of their speaking skill. It was a good way for teachers to assess the use of vocabulary and 

the ability to synthesise images and ideas appropriately. It was observed that more than half of Tamil 

pupils were not confident to speak or were not fluent in the language. About 25% of the Tamil 

language pupils were not able to read fluently. 

Teachers’ Reflection Notes and Observations 

Teachers’ observations were recorded in their journals. The entries included anecdotes and reflections. 

Observation includes noting pupils’ engagement level in the lessons and activities. The indicators for 

engagement were: 

1) 85-100% active participation in group discussions hands-on activities; 

2) the number of times students edit or re –record their digital stories; 

3) the number of times students contributes an idea; 

4) the number of times students ask each other or teacher to clarify their doubts; 

5) the participation by students who were less responsive (quiet and shy pupils) 

Pupils’ and Parents’ Surveys and Interview 

Teachers conducted a survey to find the language spoken at home. This survey facilitated in 

understanding the home background and the comfort level of usage of Tamil at home. About more 

then 60% of the Tamil Language students spoke in Tamil respectively, yet they could not articulate 

fluently at the first diagnostic test. A pupil survey was also carried out to better understand pupils’ 

interest and motivation of the lessons and activities. Pupils wrote their feedback on the activities they 

enjoyed best throughout the year. Pupils were also interviewed and parents given a survey on the 

impact of these activities on the pupils’ oral skills. 

Discussions of Findings 

Authentic Activities 

A series of authentic activities with real-world relevance, requiring pupils to examine them from a 

variety of perspectives, and with opportunities for collaboration were carried out. Pupils were 

brought to the Jacob Ballas Children’s Garden (Singapore Botanical Gardens) to make comparison 

between their neighbourhood playgrounds with the garden which instil a care for nature. They used 

PhotoStory 3 for Windows to create their own digital stories. Pupils had an hands on experience 

making murukku, learning the Malay martial arts, Silat. The projects also required them to collaborate 

and work together. Although the end products may be done individually, but the accumulation of 

resources (e.g., digital images, vocabulary, peer editing) were done as a group. 

Pupils’ Engagement and Behaviour  

The engagement level of pupils was notably high during the lesson activities was observed. Pupils 

were also observed to be more persistent as they recorded their readings many times trying to perfect 
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their end products. The peer evaluation process also provided the avenue for them to think through 

more deeply with their productions. Pupils were actively explored different ways to present their 

digital stories with technologies (e.g., the Tablet PC, presentation software, sound recording software). 

Pupils interacted in their Mother Tongue languages more frequently during their Mother Tongue 

classes. The self construction of the digital artefacts encouraged pupils to take more ownership of their 

learning. In addition, the number of tasks completed within the time given also increased. This was 

possibly due to the pervasiveness use of ICT tools to augment the learning of the languages. The skills 

acquired from one digital story to another also taught them to use one tool and adapt it into another 

context. The programme also realised that students learnt to work together. It was observed that they 

are more engaged when they work in groups. It was noted that the checklist and observations of each 

pupil gave them opportunity to value students’ little progress. Shy students came out of their shell 

before the year end. 

Learning Abilities 

In order to bridge the different language abilities and needs, some groups were given additional time 

to complete the tasks and additional scaffolding. The tasks were tailored to meet average and lower 

ability students.  

Feedback from Parents 

According to the parents’ survey, the frequencies of the two Mother Tongue languages being used at 

home increased. A parent reflected the following, “… We are using Tamil more often at home now as 

compared to before.” Some parents reflected that they had been corrected by their children when they 

did not use Tamil correctly. A parent also reflected that her child had corrected the way she should 

pronounce the words in Tamil. The drama, show and tell, and storytelling sessions motivated the 

pupils to practice their lines at home with the family members. Some parents shared that these 

practice sessions helped them bond with their children. Pupils’ survey showed that the students 

enjoyed the MT lessons. All the students requested for activities which involved use of more computer 

based activities in future. 

Learning with Technology – Creation of Digital Stories 

The process of the creation of digital stories allowed pupils to record their own voices when narrating 

their own scripts. The creation of digital stories places the technology in the hands of the learner and 

allowing the pupil to control its use within objectives that were constructed by the teacher. Hence, the 

creation of digital stories was a possible strategy that supported presentation and writing using ICT. 

Presentation and writing require skills like deciding goals, sequencing of ideas, composition of 

message and editing. Simple applications such as Microsoft PowerPoint and Photostory 3 were used 

for the creation. These software titles were easily available and widely used in the school. Digital story 

creation as an ICT-mediated strategy could enrich the classroom learning environment, the 

curriculum, and student learning experiences by providing an open-ended, creative and motivating 

productive tool in the classroom (Sadik, 2008). Pupils were observed to be motivated and excited in 

the use the ICT tools to develop their stories which they can relate to. 

The element of play also provided an excellent vehicle for learning. Weininger (1978) emphasizes an 

inner reality (intellectual and emotional life) and an outer reality (world experiences) and the use of 

play to accommodate and connect these realities. This was evident in the digital stories created by the 

pupils. (Please elaborate on this point – very interesting if you can elaborate on this) Pupil leveraged 
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on ICT as an output platform to present each of their learning experience. The digital stories 

documented the rich experience they had during the play and revisited them to enhance on their 

projects. Assessment of the project facilitated the teachers in checking on the language literacy and 

provided the teachers with the pupils’ progress.  

Issues and Challenges 

As with many strategies to learning the usage of ICT has its limitations and challenges. 

Pupil ICT readiness 

The initial phase of introduction to both hardware and software was challenging and time consuming. 

Thus, getting pupils on task using the computers was challenging. At Primary One, many were not 

familiar with the computer notebooks, let alone the other software titles and programs. However, the 

pervasiveness of ICT mediated lessons soon paid off when pupils become more skilful with each 

lesson. At times, the pupils may deviate from the task at hand and focus more on the less important 

features of the presentation. For instance, Microsoft PowerPoint is an easy and powerful to use for 

language learning. However, the choice given may be a disadvantage when students start to use too 

many fonts on one slide or spend more time on the graphics and transition motions than the language 

objective. 

School infrastructure and support 

ICT-mediated activities could consume many hours when it was an introduction to a new tool and 

when technical glitches disrupted the smooth running of the lessons. At times, dealing with network 

problems due to heavy traffic usage was overwhelming.  

Conclusion and Recommendations 

This study, though descriptive in nature, had shown that the Tamil pupils have been actively engaged 

in constructing their own knowledge of the Tamil language with the help of ICT tools (Jonassen and 

Carr (2000). Pupils have acquired basic competency in speaking, constructing simple sentences and 

communicating their ideas in Tamil language. Pupils who come from predominantly English speaking 

background shows promises of using the language at home. The authentic tasks enabled bonding 

between parents and child in completing the tasks effectively. As a future direction more authentic 

activities be introduced in school and laying the context for pupils to leverage on ICT tools to 

communicate the ideas.  
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ேபᾲᾆᾷதமிைழᾰ ேபᾲᾆᾷதமிைழᾰ ேபᾲᾆᾷதமிைழᾰ ேபᾲᾆᾷதமிைழᾰ கιபிᾺபதி᾿ கணினியிᾹ பயᾹபாᾌகιபிᾺபதி᾿ கணினியிᾹ பயᾹபாᾌகιபிᾺபதி᾿ கணினியிᾹ பயᾹபாᾌகιபிᾺபதி᾿ கணினியிᾹ பயᾹபாᾌ 

டாᾰட᾽ ஆ ரா சிவᾁமாரᾹடாᾰட᾽ ஆ ரா சிவᾁமாரᾹடாᾰட᾽ ஆ ரா சிவᾁமாரᾹடாᾰட᾽ ஆ ரா சிவᾁமாரᾹ 

இைணᾺ ேபராசிாிய᾽ 
தைலவ᾽ - தமி῁ெமாழி பᾶபா᾵ᾌᾺ பிாிᾫ 

ஆசியாᾹ ெமாழிக῀ மιᾠΆ பᾶபா᾵ᾌᾷᾐைற 
ேதசியᾰ க᾿விᾰகழகΆ -நᾹயாᾱ ெதாழி᾿ᾒ᾵பᾺ ப᾿கைலᾰகழகΆ 

சிᾱகᾺᾘ᾽ 637616 

 

உலகிᾹ பல நாᾌகளிᾤΆ தமிழ᾽ பரᾸᾐப᾵ᾌ வா῁கிᾹறன᾽. அᾱெக᾿லாΆ தமி῁ெமாழி வழᾰகி᾿ 
உ῀ளᾐ. தமி῁ெமாழி இர᾵ைடவழᾰᾁᾲᾇழ᾿ (Diglossic situation) ெகாᾶடᾐ.ேபᾲᾆᾷதமி῁, 
எᾨᾷᾐᾷதமி῁ என இரᾶᾌΆ தமிழ᾽களிᾹ ெமாழிᾲெசய᾿பாᾌகᾦᾰᾁᾺ பயᾹபᾌகிறன. 
சிᾱகᾺᾘ᾽வா῁ தமி῁ மாணவ᾽க῀, இᾺேபாᾐ அᾹறாட உைரயாட᾿கᾦᾰᾁ ஆᾱகிலᾷைதᾜΆ எᾨᾷᾐᾷ 
தமிைழᾜΆ மிᾁதியாகᾺ பயᾹபᾌᾷᾐΆ வழᾰகΆ அதிகாிᾷᾐவᾞகிறᾐ. அவ᾽கைளᾷ தமிழி᾿ - 
ேபᾲᾆᾷதமிழி᾿ ---- ேபசைவᾰᾁΆ ᾙயιசியி᾿ ப῀ளி ஆசிாிய᾽க῀ மிகᾫΆ ஈᾌப᾵ᾌ வᾞகிᾹறன᾽.  

தமிழகᾷதி᾿ தமி῁ᾰᾁழᾸைதக῀ ேபᾲᾆᾷதமிைழᾰ ᾁழᾸைதᾺபᾞவᾷதி᾿ கιᾠᾰெகாᾶட (அ᾿லᾐ 
'ெபιᾠᾰெகாᾶட') பிறேக ப῀ளிᾰᾁᾲ ெச᾿கிᾹறன᾽. ப῀ளியி᾿ எᾨᾷᾐᾷதமி῁ அவ᾽கᾦᾰᾁᾰ 
கιᾠᾰெகாᾌᾰகᾺபᾌகிறᾐ. ஆனா᾿ சிᾱகᾺᾘாி᾿ இதιᾁ எதி᾽மாறான ᾇழ᾿ நிலᾫகிறᾐ. ᾆமா᾽ 58 
விᾨᾰகா᾵ᾌᾰ ᾁᾌΆபᾱகளி᾿ தமி῁ெமாழி ᾪ᾵ᾊ᾿ ேபசᾺபடாததா᾿ தமி῁ᾰᾁழᾸைதக῀ ேபᾲᾆᾷதமிைழ 
அறியாம᾿ ப῀ளிᾰᾁ வᾞகிᾹறன᾽. சிᾱகᾺᾘ᾽Ὰ ப῀ளிகளி᾿ ᾆமா᾽ ᾚᾹᾠ ஆᾶᾌகᾦᾰᾁ ᾙᾹᾗவைர 
எᾨᾷᾐᾷதமிேழ மிᾁதியாகᾰ கιபிᾰகᾺப᾵டᾐ. பாடᾱக῀ எᾨᾷᾐᾷதமிைழ அᾊᾺபைடயாகᾰ ெகாᾶேட 
இᾹᾠவைர அைமᾸᾐ῀ளன. எᾨᾷᾐᾷதமிைழᾰ கιᾠᾰெகா῀கிᾹற ᾁழᾸைதக῀, ேபᾲᾆᾷதமிைழᾺ 
பயᾹபᾌᾷத சில ᾙயιசிகைள ேமιெகா῀கிᾹறன᾽. அᾺெபாᾨᾐ அவ᾽கᾦᾰᾁ எᾨᾷᾐᾷதமிழிᾹ 
ெச᾿வாᾰᾁ ேபᾲᾆᾷதமிழி᾿ ஏιபᾌகிறᾐ .இைத எῂவாᾠ தவி᾽Ὰபᾐ? இதி᾿ உ῀ள சிᾰக᾿கைளᾷ 
தீ᾽Ὰபதி᾿ கணினியிᾹ பயᾹபாᾌ எᾹன எᾹபᾐ பιறிேய இᾰ க᾵ᾌைர விவாிᾰகிறᾐ. 
(இᾰக᾵ᾌைரயி᾿ ᾂறᾺப᾵ᾊᾞᾰᾁΆ ெசᾼதிகைளᾰ கணினியிᾹ ᾐைணேயாᾌ பᾊᾰᾁΆேபாேத 
இᾰக᾵ᾌைரயி᾿ ᾂறᾺப᾵ᾊᾞᾰᾁΆ ெசᾼதிக῀ நᾹᾁ விளᾱᾁΆ) 

எᾨᾷᾐᾷதமிᾨᾰᾁΆ ேபᾲᾆᾷதமிᾨᾰᾁΆ இைடேய உ῀ள ேவᾠபாᾌக῀ சில ᾁறிᾺபி᾵ட விதிகᾦᾰᾁ 
உ᾵ப᾵ேட அைமகிᾹறன. இᾐபιறிய ஆᾼவிைன ேமιெகாᾶடவ᾽க῀ ஏறᾷதாழ 29 விதிகைள 
எᾌᾷᾐᾰகா᾵ᾊᾜ῀ளன᾽. ெபாᾐவாக இῂவிதிகᾦᾰᾁ உ᾵ப᾵ᾌ இயᾱᾁΆ ேவᾠபாᾌகைள 
மாணவ᾽க῀ அறிᾸᾐ ெகா῀வா᾽களானா᾿ ேபᾲᾆᾷதமிைழ அவ᾽க῀ எளிதாகᾰ கιᾠᾰெகா῀ள 
இயᾤΆ. இῂவிதிகᾦᾰᾁ உ᾵ப᾵ட எᾌᾷᾐᾰகா᾵ᾌகைள மாணவ᾽க῀ (ேக᾵ட᾿-ேபᾆத᾿ ᾙைறயி᾿ - 
Audio-lingual method) பலᾙைற பயிιசி ெசᾼவதᾹவழி எᾨᾷᾐᾷதமிழிᾢᾞᾰᾁΆ ெசாιக῀ 
ேபᾲᾆᾷதமிᾨᾰᾁ எῂவாᾠ மாᾠகிᾹறன எᾹபைத அறிவ᾽. 

ெபாᾐவாகᾺ ேபᾲᾆᾷதமிᾨᾰᾁΆ எᾨᾷᾐᾷதமிᾨᾰᾁΆ இைடேய ஏιபᾌΆ ேவᾠபாᾌக῀ ஒᾢயனியᾢᾤΆ 
(Phonology) உᾞபனியᾢᾤேம (Morphology) ெபᾞΆபாᾤΆ அைமகிᾹறன. 

விதி விதி விதி விதி 1 
“இடΆ” எᾹற எᾨᾷᾐᾷதமி῁ எட(Ά) எᾹᾠ ேபᾲᾆᾷதமிழி᾿ மாᾠகிறᾐ. இᾲெசா᾿ᾢ᾿ இ எᾹற ஒᾢ எ 
எᾹᾠ மாᾠவைதᾰ கீ῁ᾰகᾶட விதி விளᾰᾁகிறᾐ. 

இகரᾷதி᾿ ெதாடᾱᾁΆ ஒᾞ ெசா᾿ᾢ᾿ இகரᾷைத அᾌᾷᾐ அகரΆ அ᾿லᾐ ஐகாரΆ ஏறிய 
ெமᾼெயாᾢக῀ வᾸதா᾿ இகரΆ எகரமாக மாᾠகிறᾐ. இகரᾷைத அᾌᾷᾐ இரᾶᾌ ெமᾼெயாᾢக῀ 
வᾸதாேலா அ᾿லᾐ ேவᾠ உயி᾽ எᾨᾷᾐக῀ ஏறிய ெமᾼெயாᾢக῀ வᾸதாேலா இகரΆ எகரமாக ஆகாᾐ. 
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இ᾿ைல எᾹபᾐ எ᾿ைல எᾹறாகாᾐ. இᾞΆᾗ எᾹபᾐ எᾞΆᾗ எᾹᾠ ஆகாᾐ. (இᾱᾁ இ -ைய 
அᾌᾷᾐவᾞΆ ெமᾼெயாᾢமீᾐ உகர உயி᾽ ஏறி வᾞகிறᾐ).  

எᾌᾷᾐᾰகா᾵ᾌᾰᾁ இத῁-எத῁; இலவΆபᾴᾆ-எலவΆபᾴᾆ; இைம-எைம; இைமயமைல- எைமயமைல; 
இைல- எைல; இைடᾝᾠ- எைடᾝᾠ; இைடெவளி-எைடெவளி; இைண-எைண; இத῁- எத῁; இறᾺᾗ-
எறᾺᾗ; இரᾸᾐ-எரᾸᾐ; இரᾰகΆ-எரᾰகΆ; இறᾱᾁ- எறᾱᾁ; இலவசΆ-எலவசΆ; இழᾺᾗ-எழᾺᾗ; இைழ-
எைழ; இைளஞᾹ-எைளஞᾹ. இᾲெசாιகைள எᾨᾷᾐᾷதமிழிᾤΆ ேபᾲᾆᾷதமிழிᾤΆ உᾲசாிᾷᾐᾰ 
கணினியி᾿ பதிᾫெசᾼᾐ மாணவ᾽களிடΆ வழᾱகேவᾶᾌΆ. அῂவாᾠ வழᾱகᾺப᾵ட ெசாιகைள 
மாணவ᾽க῀ மீᾶᾌΆ மீᾶᾌΆ ேக᾵கᾲ ெசᾼகிᾹறெபாᾨᾐ மாணவ᾽க῀ மனᾷதி᾿ எᾨᾷᾐᾷதமிᾨᾰᾁ 
நிகரான ேபᾲᾆᾷதமி῁ பதிᾜΆ. 

விதி விதி விதி விதி 2 
உகரᾷதி᾿ ெதாடᾱᾁΆ ெசா᾿ᾤᾰᾁ அᾌᾷᾐ அகரΆ அ᾿லᾐ ஐகாரΆ ஏறிய உயி᾽ெமᾼ எᾨᾷᾐக῀ 
வᾸதா᾿ உகரΆ ஒகரமாக மாᾠΆ. ேமιᾁறிᾺபி᾵ட விதி ஒᾹᾠ ேபாலேவ இῂவிதிᾜΆ அைமᾜΆ. உட᾿-
ஒட᾿; உடΆᾗ-ஒடΆᾗ; உடᾹ-ஒடᾹ; உைட-ஒைட; உைடயா᾽-ஒைடயா᾽; உனᾰᾁ-ஒனᾰᾁ; உண᾽Ᾰᾐ-
ஒண᾽Ᾰᾐ; உணᾫ-ஒணᾫ; உதᾌ-ஒதᾌ; உதயΆ-ஒதயΆ; உதᾠ-ஒதᾠ; உைத-ஒைத; உபகரணΆ-
ஒபகரணΆ; உபயΆ-ஒபயΆ; உபசாி-ஒபசாி; உரᾆ-ஒரᾆ; உைரᾺᾗ-ஒரᾺᾗ; உைர-ஒர; உலகΆ-ஒலகΆ; 
உழᾫ-ஒழᾫ; உைழ-ஒழ; இῂவாᾠ இῂவிதிகᾦᾰᾁ உ᾵ப᾵ட ெசாιகைளᾷ ெதாᾁᾰக ேவᾶᾌΆ. 
பிᾹன᾽ அவιைற உகர ஒᾢᾜ῀ள ெசாιக῀ எῂவாᾠ ஒகர ஒᾢெபιᾠ ஒᾢᾰகிᾹறன எᾹபைதᾰ 
கணினி வாயிலாகᾰ ேக᾵கᾲெசᾼய ேவᾶᾌΆ. இῂவாᾠ திᾞΆபᾷ திᾞΆபᾰ ேக᾵கᾲெசᾼᾜΆேபாᾐ 
மாணவ᾽கᾦᾰᾁ எᾨᾷᾐᾷ தமிᾨᾰᾁΆ ேபᾲᾆᾷதமிᾨᾰᾁΆ உ῀ள ேவᾠபாᾌ ᾗாிᾜΆ. அதனா᾿ தயᾱகΆ 
நீᾱகிᾺ ேபச ᾙய᾿வ᾽. அவιறிᾹ ᾙᾨᾺெபாᾞைளᾜΆ அறிவ᾽.  

உகரᾷதி᾿ ெதாடᾱᾁΆ ெசாιகைள அᾌᾷᾐ இரᾶᾌ ெமᾼெயᾨᾷᾐகேளா அ᾿லᾐ உகரΆ ஏறிய 
ெமᾼெயᾨᾷᾐகேளா வᾞேமயானா᾿ உகரΆ ஒகரமாக மாᾠவதி᾿ைல. உᾶைம, உᾞᾶைட, 
உᾞைளᾰகிழᾱᾁ, உ᾿லாசΆ. 

விதிவிதிவிதிவிதி    3  
ஒᾞ ெசா᾿ᾢᾹ இᾠதியாக வᾞΆ “ஐகாரΆ” ேபᾲᾆவழᾰகி᾿ சிைதᾸᾐ அகரᾷதிιᾁΆ எகரᾷதிιᾁΆ 
இைடᾺப᾵ᾌ ஒᾢᾰகிᾹறᾐ. கைத-கத; சைத-சத; பாைத-பாத; சிைற-சிற; இைல- இல; பி῀ைள- பி῀ள; 
இᾱᾁᾲ ெசாιகளிᾹ இᾠதியி᾿ வᾞΆ “த” எᾹᾔΆ எᾨᾷᾐ அகரᾷதி᾿ ᾙᾊᾸதாᾤΆ இᾲெசா᾿ 
ஒᾢᾰகிᾹறெபாᾨᾐ எகரᾷதிιᾁΆ அகரᾷதிιᾁΆ இைடᾺப᾵ட நிைலயி᾿ ஒᾢᾰᾁΆ.  

ெசா᾿ᾢᾹ இைடயி᾿ வᾞΆ ஐகாரΆ தᾹ உᾲசாிᾺபிᾢᾞᾸᾐ மாறி அகரமாகᾺ ேபᾲᾆᾷதமிழி᾿ 
ஒᾢᾰகிᾹறᾐ. எ.கா. மைடயᾹ-மடயᾹ இைடயᾹ-இடயᾹ  

விதி விதி விதி விதி 4  
இறᾸதகால இைடநிைலயாகிய “ᾷᾷ” எᾹᾔΆ இைடநிைல இகரᾷைத அᾌᾷᾐ வᾞΆெபாᾨᾐ ᾲᾲ 
எᾹᾠΆ, Ᾰᾷ எᾹபᾐ ᾴᾲ எᾹᾠΆ மாᾠபᾌகிᾹறன. பᾊᾷதாᾹ – பᾊᾲசா(Ᾱ) அᾊᾷதாᾹ- அᾊᾲசாᾹ 
கᾊᾷதாᾹ-கᾊᾲசாᾹ பிᾊᾷதாᾹ-பிᾊᾲசாᾹ; மᾊᾷதாᾹ-மᾊᾲசாᾹ; ெவᾊᾷதாᾹ-ெவᾊᾲசாᾹ; ᾁᾊᾷதாᾹ-
ᾁᾊᾲசாᾹ; இᾊᾷதாᾹ-இᾊᾲசாᾹ; ஒᾊᾷதாᾹ-ஒᾊᾲசாᾹ; கிழிᾷதாᾹ-கிழிᾲசாᾹ; ஒழிᾷதாᾹ – ஒழிᾲசாᾹ; 

கழிᾷதாᾹ – கழிᾲசாᾹ; ஒழிᾸதாᾹ- ஒழிᾴசாᾹ 

விதிவிதிவிதிவிதி    5 
தனிᾰᾁறிைல அᾌᾷᾐவᾞΆ ணகர, னகர, ளகர, லகர ெமᾼகேளாᾌ ᾙᾊவைடᾜΆ ெசாιகளி᾿ 
ெமᾼெயᾨᾷᾐ இர᾵ᾊᾷᾐ உகரΆ ேச᾽Ᾰᾐ ᾙᾊவைடகிᾹறᾐ. இᾸத உகரᾷைத ஒᾢᾷᾐைண உகரΆ 
(enunciative U ) எᾹᾠ ெமாழியியலா᾽ ᾂᾠவ᾽. மᾶ-மᾶᾎ; கᾶ-கᾶᾎ; பᾶ-பᾶᾎ; உᾶ-
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உᾶᾎ; க᾿-க᾿ᾤ; ெச᾿-ெச᾿ᾤ; ப᾿-ப᾿ᾤ; ᾙ῀- ᾙ῀ᾦ; ெபாᾹ-ெபாᾹᾔ  

ெநᾊைலᾷெதாட᾽Ᾰᾐ வᾞΆ லகர ளகர ெமᾼேயாᾌ ᾙᾊவைடᾜΆ ெசாιகளி᾿ லகரΆ உகரᾷேதாᾌ 
ேச᾽Ᾰᾐ ஒᾢᾰகᾺபᾌகிறᾐ.  

கா᾿-காᾤ, பா᾿-பாᾤ, ேம᾿-ேமᾤ, சா᾿-சாᾤ, ரா᾿-ராᾤ, வா᾿-வாᾤ, தா῀-தாᾦ, வா῀-வாᾦ. 
ெபாᾐவாக இῂᾫகரΆ ᾁιறியᾤகரமாேவ ஒᾢᾰகிᾹறᾐ. இதனா᾿ ேபᾲᾆᾷதமிழி᾿ இடΆெபᾠΆ 
ᾁιறியᾤகரΆ வ᾿ᾢனΆ ம᾵ᾌΆ அ᾿லாம᾿ எ᾿லா ெமᾼெயᾨᾷᾐᾰகளிᾹ ேமᾤΆ ஏறி ஒᾢᾰகிᾹறᾐ 
எᾹᾠ ᾂறலாΆ.  

விதி விதி விதி விதி 6 
தனிᾰᾁறிைலᾷ தவி᾽ᾷᾐ னகர ெமᾼேயாᾌΆ மகர ெமᾼேயாᾌΆ ᾙᾊவைடᾜΆ ெசாιகளி᾿ னகர, மகர 
ெம᾿ᾢன ஒᾢக῀ ெக᾵ᾌ, அதᾹ ᾚᾰெகாᾢᾷதᾹைம ᾙᾸைதய உயிெராᾢயி᾿ ஏᾠகிᾹறன. ஆனா᾿ 
அᾸத ᾚᾰெகாᾢᾷ தᾹைம ெபιற உயி᾽ ஒᾢகைள எᾨᾷᾐ வᾊவி᾿ கா᾵ட இᾺேபாᾐ இயலாᾐ. 
(அரசᾹ-அரச~; வᾸதாᾹ-வᾸதா~; ெசᾼதாᾹ - ெசᾼதா~; அவᾹ-அவ~; மரΆ-மர~; தᾞமΆ- தᾞம~; 
இலᾰகியΆ- இலᾰகிய~; படΆ – பட~ 

விதிவிதிவிதிவிதி    7 
எᾨᾷᾐᾷ தமிழி᾿ ெசாιக῀ வ᾿ᾢனெமᾼயி᾿ ᾙᾊவதி᾿ைல. அᾐேபா᾿ இᾹᾠ ேபᾲᾆᾷ தமிழிேலா 
எᾸதᾲ ெசா᾿ᾤΆ ெமᾼெயᾨᾷதி᾿ ᾙᾊவதி᾿ைல. ெபாᾐவாக ெநᾊைலᾷெதாட᾽Ᾰᾐ யகரெமᾼயி᾿ 
ᾙᾊவைடᾜΆ ெசாιக῀ இகரᾷᾐடᾹ ேச᾽Ᾰᾐ ᾙᾊவைடகிᾹறன. (எ.கா) வாᾼ – வாயி; காᾼ-காயி; ேசᾼ-
ேசயி; ேபᾼ-ேபயி; ேபாᾼ-ேபாயி. ᾁறிைலᾷெதாட᾽Ᾰᾐ யகரெமᾼயி᾿ ᾙᾊவைடᾜΆ ெசாιக῀ 
இர᾵ᾊᾷᾐ இகரᾷᾐடᾹ ேச᾽Ᾰᾐ ᾙᾊவைடகிᾹறன. (எ.கா) ெபாᾼ-ெபாᾼயி; ெசᾼ-ெசᾼயி; ெமᾼ-
ெமᾼயி. ஐகாரΆ ஏறிய ஓெரᾨᾷᾐ ஒᾞ ெமாழிகᾦΆ இகரΆ ஏறிய யகரᾷேதாᾌ ᾙᾊவைடகிᾹறன. ைக-
ைகயி; ைப-ைபயி; ைவ-ைவயி; ைத-ைதயி; ைம-ைமயி. 

இᾹᾔΆ இῂவாᾠ சில ஒᾨᾱᾁகᾦᾰᾁ உ᾵ப᾵ட விதிக῀ பல உ῀ளன. அவιைற நாΆ 
எᾨᾷᾐவᾊவᾷைதᾜΆ ேபᾲᾆ வᾊவᾷைதᾜΆ அᾞகᾞேக கா᾵ᾊᾜΆ ேக᾵கᾲ ெசᾼᾐΆ கιபிᾰகலாΆ. 

ெபாᾐவாகᾲ தனிᾷ தனிᾲ ெசாιகளாகᾰ அைமᾷᾐᾰ கா᾵ᾌவைதவிட, ெதாட᾽களி᾿    அைமᾷᾐᾰ 
கιபிᾰᾁΆெபாᾨᾐ மாணவ᾽கᾦᾰᾁ அᾲெசாιக῀ எளிதாக விளᾱᾁΆ. எᾌᾷᾐᾰகா᾵ᾊιᾁ “நாᾹ கைத 
பᾊᾷேதᾹ” – நா(Ᾱ) கத பᾊᾲேச(Ᾱ); அவᾹ படΆ பா᾽ᾷதாᾹ; அவ(Ᾱ) பட(Ά) பா᾽ᾷதா(Ᾱ) 

எᾨᾷᾐᾷதமிழி᾿ இடΆெபறாம᾿ ேபᾲᾆᾷதமிழி᾿ ம᾵ᾌΆ இடΆெபᾠΆ சில அைமᾺᾗ ᾙைறகᾦΆ 
இᾞᾰகிᾹறன. இவιைறᾜΆ மாணவ᾽கᾦᾰᾁ அறிᾙகᾺபᾌᾷத ேவᾶᾊய ேதைவ உ῀ளᾐ. 
எᾌᾷᾐᾰகா᾵ᾌᾰᾁ “உனᾰᾁ ᾚைள இᾞᾰகிறதா?” உனᾰᾁ ᾚைள கீைள இᾞᾰகா? “ஏதாவᾐ தᾶணீ᾽ 
ᾁᾊᾷᾐவி᾵ᾌᾺ ேபாேவாமா?” ஏதாவᾐ தᾶணி கிᾶணி ᾁᾊᾲசி᾵ᾌ ேபாேவாமா? இᾷதᾁ 
ெதாட᾽கைளᾰ ெகாᾶட உைரயாடைலᾺ ேபᾲᾆᾷ தமிழிᾤΆ எᾨᾷᾐᾷதமிழிᾤΆ அᾌᾷதᾌᾷᾐᾰ 
காᾶபிᾰகிᾹற ெபாᾨᾐ மாணவ᾽க῀ இரᾶᾊιᾁΆ உ῀ள ேவᾠபாᾌகைளᾺ ᾗாிᾸᾐெகா῀ள வாᾼᾺᾗ 
இᾞᾰகிᾹறᾐ. இதᾹ வழி எᾨᾷᾐᾷ தமிழி᾿ உ῀ள ெசாιக῀ ேபᾲᾆᾷதமிழி᾿ எῂவாᾠ மாᾠகிᾹறன 
எᾹபைதᾜΆ அைவ எῂவாᾠ உᾲசாிᾰகᾺபᾌகிᾹறன எᾹபைதᾜΆ மாணவ᾽க῀ நᾹᾁ அறிவ᾽. 
திைரᾺபடΆ அ᾿லᾐ நாடகᾷதி᾿ வᾞΆ கா᾵சிகளி᾿ ஒᾞசில ᾁறிᾺபி᾵ட பᾁதிக῀ ம᾵ᾌΆ ேபᾲᾆᾷதமி῁, 
எᾨᾷᾐᾷதமி῁ இரᾶᾊᾤΆ அைமவᾐ ேபா᾿ கா᾵ᾌவதᾹ வழி மாணவ᾽களிᾹ ஆ᾽வᾷைதᾷ தᾰக 
ைவᾷᾐᾰெகா῀வேதாᾌ விைரவி᾿ அவ᾽கᾦᾰᾁᾷ தமிழிᾤ῀ள இᾞ    வழᾰᾁகைளᾜΆ    கιபிᾰகலாΆ. 
ேமᾤΆ ேபᾲᾆᾷதமிழி᾿ ேபᾆகிᾹறெபாᾨᾐ ஒᾞவᾞைடய ᾙகபாவΆ எῂவாᾠ மாᾠகிᾹறᾐ 
எᾹபைதᾜΆ ஒᾞᾱேக கா᾵டலாΆ.  

இῂவாᾠ அைனᾷᾐ விதிகᾦᾰᾁΆ எᾌᾷᾐᾰகா᾵ᾌகைளᾰ கா᾵ᾊ அவιைறᾰ கணினிவழிᾺ 
ப᾿ᾥடகᾷதிᾹ (Multi media) உதவியா᾿    பலவிதᾱகளி᾿ ெவளிᾺபᾌᾷதிᾰ கா᾵ᾌகிᾹறெபாᾨᾐ 
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மாணவ᾽கᾦᾰᾁᾺ ேபᾲᾆᾷதமிைழᾜΆ எᾨᾷᾐᾷதமிைழᾜΆ ஒᾞᾱேக ேக᾵கᾫΆ பா᾽ᾰகᾫΆ வாᾼᾺᾗக῀ 
கிைடᾰகிᾹறன. ேமᾤΆ ேபᾲᾆᾷதமிழி᾿ “கᾞᾷதாட᾿” நிகᾨΆ இயιைகயான ᾇழைலᾜΆ மாணவ᾽ 
கᾶᾙᾹ ெகாᾶᾌவᾸᾐ நிᾠᾷதᾙᾊᾜΆ. ேபᾆபவாிᾹ ᾙகபாவΆ, உட᾿ அைசᾫ ᾙதᾢய ெமாழிசாராᾰ 
ᾂᾠகேளாᾌ ேபᾲᾆᾷதமி῁ᾷ ெதாட᾽கைள எῂவாᾠ இைணᾷᾐᾺ பயᾹபᾌᾷதலாΆ எᾹற அறிᾫΆ 
மாணவ᾽கᾦᾰᾁᾰ கிைடᾰᾁΆ.  

ேமᾤΆ மாணவ᾽க῀ ெசாᾸதமாகᾺ பலᾙைற இᾺபாடᾷைத மீᾶᾌΆ மீᾶᾌΆ இயᾰகிᾰ ேக᾵பதᾹவழி 
மாணவ᾽க῀ மனᾷதி᾿ அைவ நᾹᾁ பதிᾜΆ. ஆ᾽வᾙΆ ெபᾞᾁΆ. ேமᾤΆ மாணவ᾽க῀ ெபாᾞ῀ 
உண᾽Ᾰᾐ பᾊᾰகᾫΆ ேக᾵கᾫΆ வாᾼᾺᾗக῀ அதிகாிᾰᾁΆ; இᾸத ᾙயιசியி᾿ கணினி வ᾿ᾤந᾽கᾦΆ 
ெமᾹெபாᾞ῀ தயாாிᾺபாள᾽கᾦΆ ஈᾌப᾵ᾌ உதᾫகிᾹற ெபாᾨᾐ ப᾿ேவᾠ பாிமாணᾱகளி᾿ கணினிᾷ 
திைரயி᾿ ஆ᾽வᾚ᾵ᾌΆ ேபᾲᾆᾷதமிழிைனᾰ ேக᾵க இயᾤΆ. இைவ தாᾼᾷ தமிழகᾷதிᾢᾞᾸᾐ 
ெவளிேயறிᾺ ேபᾲᾆᾷதமி῁ ᾇழ᾿ அைமயᾺெபறாம᾿ வா῁கிᾹற ெவளிநா᾵ᾌᾷ தமி῁ᾰ 
ᾁழᾸைதகᾦᾰᾁᾺ    ேபᾲᾆᾷ தமிைழᾰ கιᾠᾰெகா῀ளᾺ ெபாிᾐΆ உதᾫΆ. 

க᾵க᾵க᾵க᾵ᾌைர ஆᾰகᾷதிιᾁ உதவிய ᾓ᾿ ᾌைர ஆᾰகᾷதிιᾁ உதவிய ᾓ᾿ ᾌைர ஆᾰகᾷதிιᾁ உதவிய ᾓ᾿ ᾌைர ஆᾰகᾷதிιᾁ உதவிய ᾓ᾿  

ந. ெதᾼவᾆᾸதரΆ (Diglossic Situation in Tamil - A Sociolinguistic approach , Ph.D. Thesis submitted to 
the University of Madras, 1980 , Chennai ) 
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Development of E-Content For Learning Tamil Phonetics 

Dr.R.Velmurugan  

Singapore 

Introduction 

It is a well established fact that the process of e-learning is endowed with a lot of advantages, of which 

the same are not at all available in the human-enabled teaching and learning process. People enlist a 

lot of advantages and benefits of e-learning. Some of the important advantages of e-learning are; it is 

not just learning but sharing, the content in the e-content is not static rather dynamic, it is any where 

and any time learning, it has a global audience, the content to be delivered through the process of e-

learning has certification, it is indeed dam cheap, the instructional design in e-content will be learner 

centric, it invites structured feed back, it is self paced, it can be used in real time and many time, it can 

present the content through multimedia presentation, it will have Scientific evaluation method, the 

content would be authentic, and it may have the provisions like interactivity, Book marking, white 

board, Hot spot, Hypertext and Hyperlinks etc.,  

Apart from these, the e-content will present the content in multiple formats; complete technical 

contents are explained with suitable graphics and Animations. The e-content will generally be in self 

directed and paced instructional format and smooth instructional strategies will be chalked out in 

such a way that learners never lose the interest. It presents the content in a simple text with 

unambiguous graphics and with relevant supportive headings.  

Sometimes, it will have its own reference materials which generally do not burden the learners and 

those can appear on demand with optional frames. Some e-content has certain striking features like 

automatic retaking of the lessons. Wherever learners are not satisfactorily able to perform, it may have 

automatic learning path. Sometimes, it offers room for selection of the quantum of information 

considering the learners requirements. Some advance level e-content provides 3D virtual reality-

synchronous and asynchronous interactivity – chat, conferencing, etc., 

The above details establish that e-learning is a mixture of different learning methods, delivered to the 

learners through information technology supported with educational instructional design and 

relevant content. The e-learning is, as a universe, comprising of three basic elements viz.  

1. Content  

2. Services  

3. Technology 

The content forms the back bone of the e-learning, services and technology forms the rider on which 

the content travels. 

e-education and language learning 

In the domain of education, a lot of metamorphoses have occurred because of the social needs and 

scientific advancements. The traditional means of education may not be suitable in modern days. 

Thanks to electronic devices which are being used in the field of education and which facilities and of 

course accelerates the learning pace of our learners. The use of electronic device in the domain of 

language teaching is quite significant and unique. There is no doubt that human enabled language 

teaching is powerful and the learners are comfortable enough in learning language in it. But the 
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machine or computer enabled learning or teaching is the need of hour as it possesses a number of 

advantages besides the advantages attached with the human instructor involved in teaching-learning 

process.  

For example a computer mediated language teaching / learning process will supply rich and accurate 

linguistic corpora which will certainly mould the learners to the greater extent by providing them 

ample room of opportunities to freely mingle with the relevant and original linguistic data of 

language, whether it is a second language or foreign language or even first languages.  

Similarly learning a language from the mouth of native speakers of the language has some added 

advantages especially in the second language learning situations. But a native speaker in the 

traditional teaching / learning process cannot address to the global learners. But the e-content travels 

across the world and caters to the varying needs of the learners of heterogeneous nature. 

Learning Tamil 

It is a known fact that Tamil is now-a-days learnt globally. Appointing native Tamil teachers for 

teaching Tamil across the globe is indeed practically not possible. But through e-learning it is possible 

to teach or learn Tamil from the native Tamil teachers since e-learning is any where and anytime 

learning and also has its own power and strength. 

It is needless to mention that Tamil being one of the living classical languages; it maintains its 

tradition and obtains modernity without sacrificing its original colours, for meeting both the classical 

and contemporary needs of the society. Having declared it as a classical language, there is a global 

acclaim among the Tamils as well as non-Tamils. 

Since Tamil is 20,000 years or so old, it gained a lot finesse and richness in terms of its linguistic 

nuances and intricacies in articulatory and auditory aspects, sequencing the allophones and 

phonemes, formation of words, invention of grammatical features and elements, formation of 

sentences / utterances and other advance level of communicative strategies. Of course, to a linguist no 

language in superior than other languages and inferior either, and no language is easy to learn or hard 

to learn. But, if a language has a rich tradition with a lot of linguistic nuances, it is, of course, in a way 

superior to other languages and harder to learn. In this way, as Tamil is rich and powerful, one has to 

take special effort in learning certain subtleties of Tamil language in order to master the Tamil as if a 

native Tamil speaker. 

It is a matter of importance that Tamil has a lot of unique properties which are not easily get-at-able to 

the neo-learners of Tamil language. The uniqueness is found to exist in all levels of language viz, 

Phonology, Graphology, Morphology, Morphophonemic, Syntax, Semantics, Beyond syntax 

(Discourse and pragmatics). To learn all those peculiarities, learner has to move the heaven and earth. 

Tamil e-content 

Tamil, as stated above, is learnt globally. For this, Tamil is to be taught through Computer Based 

Teaching (CBT), Web Based Teaching (WBT) or Net Work Based Teaching (NBT). To enable this type 

of Tamil Teaching, various packages are prepared here and there in piece-meal. But no exhaustive 

work has so far been done for Tamil. The present paper tries to give some guidelines for developing e-

content to teach Tamil phonetics to the learners who wish to learn Tamil as second language.  
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The Tamil phonetics has been studied by different scholars. Although Tamil has a number of regional 

dialectal variations and sociolectal variations with a lot of sound changes, there is a standard spoken 

Tamil spoken by the majority of the people and which is intelligible to majority of the people as well. 

The package to be prepared will use those standard phonemes and allophones. Since it is a pioneering 

attempt, only standard phonemes and allophones of Tamil can be used. But in the later stage, as this 

package in dynamic; dialectal and sociolectal sound variations can be used for introducing them to the 

learners through hypertext which will appear on demand. So, this package will cater the needs of all 

the learners of Tamil in all times. 

e-content for Tamil phonetics 

Introduction 

A brief but technical introduction about Tamil phonetics will be presented through voice over and 

electronic text. Then it will spell out the objectives of this package besides detailing the uniqueness 

and merits of this package. Since this package is meant for global audience and for the audience of 

different nature, it will detail the rational of grading the corpora. Accordingly, the users or learners 

can select the options to directly go to the given frame. 

Corpora 

For the package, the following phonemes and allophones (as proposed by S. Rajaram) will be taught. 

Vowel  : i, ii, e, ee, a, aa, u, uu, o, oo,  

Vowels allophones :  I, E, ɛ, ʌ, æ, ɔ, Ω, ʊ, ɨ 
Consonants  : k, ŋ, c, ɲ, ʈ, ɳ, t, n, p, m, y, r, l, v, ɭ, l, r, n. 
Consonants allophones  : g, ɣ, ɟ, s, ɖ, ɽ, d, ð, ɸ, β. 

Frame 

For teaching each phoneme a frame will be spared. A learner can at the outset have some basic idea 

about Tamil Phonetics and its peculiarities by looking at the main frames. Then he can move to the 

frame of Corpora, in which he can select a particular phoneme by clicking it, and then he can move to 

a specific frame which tells all about a particular phoneme. If, for example, a learner comes to the 

frame of /p/ he will see the following type of e-text. 

Model lesson for a phoneme /p/ 

This model lesson will tell the phoneme first and then it describes its point and manner of articulation 

with a Graphic and Animation that directs the way in which the particular sound can be produced. 

Native speaker’s standard pronunciation of this sound in isolation will be given. A voice will appear 

producing the sound in a list of words wherein the particular sound appears. After these, a dialogue 

box will appear directing the learners to produce the same sound by looking at the graphics / 

Animation and by listening to the voice over. Then, learner’s voice quality will be checked and 

quantified using Sonographics.  

Based on the performance of the learner, the sonographic pictures will appear on the screen and the 

score will also appear. The learners will be directed to repeat the sound by giving some guidelines. 

The learner will not be allowed to move on to next frame until he produces the particular sound with 

the expected quality. Then, if the learner wants, he can explore the exhaustive list of words which has 

the given phoneme in different distribution and combinations. 
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Model Frame for Consonant Phoneme 

1. Phoneme : / p /     2. Phonetic Description : Voiceless bilabial 

stop 

3. Manner & point of Articulation (In the production of [P] the lips are closed and the soft palate is raised to 

close the nasal passage, when the lips are opened the air suddenly comes out without explosion. There is 

no vibration in the vocal cards. ) 

4. Graphics (A picture will appear to help the student produce particular sound) 

5. Native speaker’s voice of this sound in isolation 

6. List of the words wherein this sound appears. 

pakal - ‘day time’ arpan - ‘a mean fellow’ 

paavam - ‘sin’  veʈpam - ‘hotness’ 

puli - ‘tiger’  kappal - ‘ship’ 

pul - ‘grass’  tappu - ‘mistake’  Hot spot    

More 

7. Dialogue box to direct the learner to produce this sound   Produce this sound / can you produce this sound? 

8. Picture of sonogram         Correct / incorrect 

9. Exhaustive list will appear on the screen on demand from Hypertext   

 Go there 

Model Lesson for Allophone 

After the successful completion of this frame, the learners will be allowed to go to allophones of a 

particular phoneme one by one. For each allophone IPA notation will appear. Then, Phonetic 

description will appear and point and manner of articulation for the particular allophone will also 

appear on screen with either graphics or Animation. Allophonic distribution will appear with a list of 

words. Learners will be advised to produce them repeatedly looking at the list of words. 

 
Model frame for Allophone 

1. Allophone [β] 

2. IPA Symbol [β] 

3. Phonetic Description : voiced bilabial fricative 

4. Point and manner of Articulation 

In the production of [β], the lips are closed slightly and the soft palate is raised to close the nasal passage. 

When the lips are opened the air stream is pushed through with a weak plosion. There is slight vibration of 

the vocal cards during its production. 

5. Allophonic distribution 

aβayam ‘shelter’       

uβaayam ‘trick’      Hot spot 

laaβam ‘profit’       More 

 

Consolidated lesson 

After seeing all the allophones of a particulars phoneme, a consolidated frame will appear. In this 

frame, all the allophones of a phoneme will appear with suitable examples. The learners will be 

directed to produce those words and to observe the differences between and among the sub members 

of a particular phoneme with a comparative perspective. After the consolidated frame, next frame for 

next phoneme will appear. The vowel phonemes and their allophones will appear at first and then 

consonant phonemes and their allophones will appear. After introducing all phonemes, a specially 

devised text bearing all the phonemes and allophones of Tamil will be displayed coupled with a 

native speaker’s voice in a natural manner. Having listened to it carefully, the learners will be advised 

to read it as the model guides.Then, there will be an option for exploring the social and regional 



63 

variations of certain selective words. This link will appear only on the demands of the learners. This 

will enable the advance level of learners to learn the social and regional variations of those certain 

selective words. 

Conclusion 

This package will give the learners all minute details about the phonemes and allophones of Tamil, 

like; Phonetic and phonemic qualities of Tamil sounds, Allophonic distributions and possible 

combination in three positions viz. initial, medial and final, vowel- short and long, diphthongs, 

consonant clusters-both identical and non identical, and exhaustive list of minimal pairs and text for 

natural flow of sounds. In this package, the content delivery is in multiple formats i.e. through Voice, 

Animation, Graphics, and Electronic Text etc. This package is highly interactive. That is, the learner 

can interact synchronously and asynchronously with this package. So the management of learning 

experience is possible. This will help the learners to accelerate their learning pace. Since this package 

simultaneously employs testing technique which is one of the important processes of teaching; it 

enables the learners to go to the right path of learning by conforming and ensuring the learning 

achievement with a sense of self confidence. 

In the process of evaluation, it gives a positive as well as negative reinforcement by giving score. In 

certain frames, this package will not allow the learners to go further until they do not gain the 

expected level of competency in a particular phoneme. This type of periodical check-up will help the 

learner’s to progress in a slow and steady manner with the comfortable pace of learning. This package 

will avail a lot of linguistic data which will in turn help the learners to improve their understanding 

and performance in the aspects of Tamil phonetics. The data will be selected, graded and presented 

following the linguistic principles, educational psychology, instructional design, and technological 

advantages and constrains. More number of hot-spots will be given so as to help different levels of 

learners. So a lot of hypertexts and hyperlinks will be given. For this purpose, all the findings of 

linguistic researches done so far on the phonetics and phonology of Tamil language will be used 

especially for corpora creation and for forming data base of this package. 

In total, this paper suggests only the linguistic technical know-how of developing e-content for 

learning Tamil phonetics. These ideas and suggestions can be fruitfully used only when right types of 

computer software are employed to prepare the package. It is a joint venture that both linguists and 

computer scientists have to use their technical knowledge together to produce a fool proof packages 

for teaching/learning the Tamil phonetics. 
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Abstract: Our pupils live in a technology and media-driven environment. They are 

also surrounded by wealth of information. Constructive learning takes place when 

they are able to connect, construct and relate this information to the situated context. 

In preparing our learners for the 21st Century, it is essential for our pupils to be able to 

gather information, analyse them, and relate it to the situated context. Hence, there is 

a need to move beyond a focus on basic competency in the core subjects to promoting 

understanding of content at much higher levels by weaving media literacy into 

curriculum and providing a meaningful experience in language literacy. Infocomm 

technologies could act as a powerful tool for pupils to get connected. By leveraging on 

technology, pupils take an active role in searching for relevant information via the 

Internet to substantiate their understanding of the information presented in the 

newspaper articles. This process helped pupils to be independent learners situated 

within an authentic context. By tapping on technologies and infusing media literacy 

into the curriculum, pupils use their four basic language skills effectively and started 

to take ownership of their learning.  

Keywords: Information Communication Technology, Media Literacy  

 

Introduction & Purpose 

Pupils are surrounded by wealth of knowledge. Today, at the click of a button pupils can view the 

events happening around them in just seconds. Information is transported within seconds and it is 

important that our pupils are equipped with the skill to search for the information, be critical in 

selecting information and make sense of the information presented.  

In this information age, education is mandated to respond to demands in two directions: on the one 

hand, it has to transmit an increasing amount of constantly evolving knowledge and know-how 

adapted to a knowledge-driven civilization; on the other hand, it has to enable learners not to be 

overwhelmed by the flows of information, while keeping personal and social development as its end 

in view. Therefore ‘education must ... simultaneously provide maps of a complex world in constant 

turmoil and the compass that will enable people to find their way in it’ (Delors et al., p85). This 

translates in a shift in focus on the amount of content to be taught in schools. It calls for greater 

emphasis in equipping our pupils with skills to search for the relevant information independently 

supporting the nation-wide ‘Teach Less Learn More’1 initiative.  

                                                           

1 ‘Teach Less; Learn More’ (TLLM) is a call for schools and teachers to focus more on the active learning of 
students and the construction of their own knowledge. 
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The nature of learning by our young digital natives has also transformed. The nature of and type of 

skills has also changed. They are surrounded by information. World Wide Web can be assessed at a 

click of the button. In their world, knowledge can be shared and co-constructed. Thus, there is an 

urgent need to equip them with skills and lenses to handle this influx of information. 

Understanding the needs of the young learners, information communication technology is integrated 

in their learning processes. Information communication technological tools are applied as constructive 

tools. “Constructive tools are general-purpose tools that can be used for manipulating information, 

constructing one’s own knowledge or visualizing one’s understanding” (Lim & Tay, 2003). Jonassen 

and Carr (2000) purport a constructivist approach, “ICT as mind tools for the construction evaluating, 

analysing, connecting, elaborating, synthesizing, imagining, designing, problem-solving, and 

decision-making.” The term “constructive” stems from the fact that these tools enable students to 

produce a certain tangible product for a given instructional purpose.  

This paper takes a reflective, narrative approach in documenting my attempt to integrate media 

literacy into my daily lessons.  

My Reflections 

As a daily assembly program, the school Principal shares important news that appears in the 

newspaper. As an extension to the daily assembly program during the Mother Tongue Language 

lessons, pupils are also engaged in classroom discussion. During these discussions, pupils were 

observed to be very engaged and used the language appropriately. Pupils showed great interest in the 

issues and expressed that they would like to find out more regarding the news read to them during 

the morning assembly.  

In the school, all Tamil pupils work in a one-to-one computing learning environment. Pupils were 

introduced to search engines and were guided in searching for the relevant information. Pupils were 

taught cyberwellness and precautionary measures were taken when pupils browse the given website. 

Age would not be a barrier in understanding world issues if it is tailored to meet the needs of the 

young learners. What really matters is whether pupils are equipped with skill to understand the 

implication and impact of the issue discussed. 

As a start pupils start to discuss issues closer to their homes. For instance, there was an article of 

fighting amongst teenagers. Teacher selected this article to discuss but realised that the need to set the 

context before broaching and discussing the issue. During civics and moral education, a big book 

entitled “who can watch the television?” was introduced. The story elates about how two siblings will 

fight over to watch a program in television and neither would give in to the other. The mother would 

come and off the television set. The teacher then posed questions as to what are the consequences of 

these actions. The pupils then worked in their respective groups and presented moral reasoning for 

the action. They were able to relate chain actions that would take place if the siblings were to continue 

with their behaviour. Following this lesson, pupils were introduced to the article. There was an 

intense discussion amongst pupils and what were the implications to the society and country. Pupils 

related the probable consequences.  

After the introduction of the Australian bush fire. Tamil pupils expressed that they wished to know 

more about this problem. Pupils used the Internet search engines to look up for latest update on the 

Australian bush fire. In the hope of searching, pupils watched the bush fire live at BBC news website. 

They then took upon themselves to update one another on the latest on this bush fire. Pupils 
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expressed civic mindedness and sympathy for those who have been affected. They discussed and 

evaluated the situation and thought about the things that the victims might have lost and the possible 

implication on their lives. It was heart warming to note pupils expressed concern and empathy for 

those affected. In conjunction with Total Defence day pupils had to go online and search for relevant 

information. The search helped them to investigate the rational for celebrating Total Defence Day and 

the five different defences in Singapore. It is important in ensuring the safety and security of our 

country and its people. This was discussed and created an awareness and understanding of issues that 

surrounded them. They used presentation tool to express their findings.  

In the later part of the year, there was a topic on advertisement. Pupils gathered different types of 

advertisements and analysed the information presented in the advertisement. They discussed and 

brought out the underlying catch in the advertisements. They did a search online to find out the 

market price of those goods advertised and critically evaluated the advertisement. They reasoned 

whether they it was cost-effective to purchase those advertised. They presented their views to the 

class. Pupils used presentation tool to do up the advertisements. The computer was used as a 

constructive tool to construct their advertisements. They presented their advertisements and the peers 

evaluated and analysed the information. 

All Tamil pupils were also introduced to Malay martial arts,2 Silat. By enabling the pupils to 

synthesise their ideas for the creation of multimedia productions using tools such as Microsoft 

PowerPoint and Photostory 3 they were able to hone their information and media literacy skills. 

Microsoft PowerPoint was used to scaffold pupils' learning of oral skills through well placed images 

and sound clips. In the process of many lessons, pupils actively formulated and shared their 

understanding of the required curricular objectives. Tamil language pupils were actively engaged in 

storyboarding and scripting. This year the Primary 2 pupils have extended their exposure to interview 

skills when they scripted questions, video-graphed interviews and subsequently edited them via 

Windows Moviemaker. Technology was leveraged when pupils used the search engine to gain in-

depth understanding of the culture after the lesson on martial arts. Pupils worked together in groups 

of four and brainstormed possible interview questions to ask the instructor to address/supplement 

the gaps in their search. The pupil editor collated the responses from the team members and used 

Microsoft Word to type the questions and prepare the template for the reporter. The templates were 

then emailed to the other team members for feedback. The editor then incorporates the changes and 

finalises the interview questions. During the hands-on sessions, pupil cameramen took mug shots 

(photo coverage) and passed it to the pupil producer. After the hands-on session, the reporter 

interviewed the Silat instructor in Tamil language and the entire process was video taped. The 

producer cum newscaster with the help of the other team members used Microsoft Windows Movie 

Maker and edited the interview segments, selected and inserted the pictures and the edited movie clip 

on to a PowerPoint slide presented it as a and presented the news. Pupils were given a flow chart of 

organisers as guide to them in the editing process.  

The selection of technology was used as a constructive tool to bring out the learning and appreciating 

the Malay culture. Pupils used their experience in the situated context infusing the cultural 

                                                           

2 Silat is a Malay Martial Arts and is originated from the Malay Archipelago thousands of years ago. It is an art 
of fighting and defense of the Malays. 
 



67 

transmission through internalizing the desirable values of respect of another culture by understanding 

the significance of the Malay cultural heritage. These values permeate the environment as they learn 

and appreciate the rich Malay cultural martial arts, Silat. 

Discussion & Conclusion 

Technology is used as a constructive tool to facilitate pupils learning and making sense of their 

learning. Pupils’ engagement was evident throughout the project. They were critical about their work 

and had done numerous editing before submitting the project. Pupils were actively using the net to 

search for information to enhance their learning. The project had benefited even the weaker pupils, 

who was observed to be actively contributing ideas and was working towards completing their group 

project. There was such joy when the pupils presented their project. As the project helped to bring out 

the best in each pupil, pupils gave positive feedback that they would like to do more of such projects. 

Every team member had contributed and has equal share in the project, thus the ownership was very 

strong amongst them. Pupils were seen interacting, playing with the Malay pupils even after the 

project.  

In terms of skills, all pupils had learned basic photo-taking skills and are able to use the questioning 

techniques to generate interview questions. Through this project it was observed that pupils had 

tapped on prior knowledge and experience in developing the interview questions more confidently. 

(e.g., interview with a journalist from the Singapore one-off Tamil Channel News Segment held in 

Term 1, 2009). Pupils learned to use the information and ideas presented in a graphical organiser 

format to organise ideas and create the end product. Pupils learned about the different job 

scopes/roles (e.g., producer, director, editor and reporter in a press crew and was able to practice the 

skills. Pupils initiated role-play not only polished the respective skills it also brought the 

independence in them. Pupils exhibited strong bonding and collaboration during the various 

collaborated sessions. The usage of technology was pervasive and pupils creating media worthy 

products were a big step. As Burn.,A. (2009), had pointed out “the new ability to digitally undo and 

reconstruct still and moving image (and audio) enables the students to become writers as well readers 

of the visual … the literacies of the visual semiotic they have required become extended in the digital 

manipulation of image, and in the trans-coding of image to word and back again, in group discussion 

and written commentary”  

This paper is my attempt to share possible strategies in integrating digital media into our daily 

lessons. It is through such sharing and exchanges where ideas could build upon ideas to further push 

the boundaries of our pursuit for pedagogical break throughs in this fast changing world.  
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Abstract: The paper deals with the research carried out in a Teacher Training Institute 

among Tamil medium students who study Diploma in Teacher Education in 

Tamilnadu, South India. The use of technology among Tamil medium students is 

very minimal. This is due to lack of confidence, demand for the use of English in the 

application of technology. Even though the students appreciate the application of 

technology in learning and teaching of language, these two reasons prevent them 

from active application of technology. The paper tries to analyze the barriers and tries 

to find out the solutions for those barriers in the use of technology among Tamil 

medium students who will be teachers in the secondary education in the near future. 

The sample for the study comprises 100 students of Diploma in Teacher Education (D 

T Ed). All of them have studied their Higher Secondary Course (+2) in Tamil medium 

and English is one of the subjects they study in their course. In spite of studying 

English for nearly 7 years, they have little confidence in using English either in speech 

or writing. After they complete the Diploma in Teacher Education they are expected 

to teach English for the students in classes 6 to 8. The researcher is teaching the 

methods of teaching English to the sample under study. The researcher taught them 

how to teach English and at the same time how to speak and write also.  

The researcher made a programme so that the students try to speak English in the 

classroom. Everyday students must prepare 5 sentences on anything and speak those 

sentences in the classroom. This went on for a week. The second week the students 

are divided into groups and each group prepares 5 sentences on any title or topic and 

other groups are given opportunity to rewrite or reframe the sentences spoken by a 

particular group. Students are asked to bring English newspapers and are asked to 

identify simple, compound and complex sentences which have been taught by the 

teacher. The same groups are engaged in dialogue. These exercises had given them 

courage to speak in the classroom. The students are opportunity to handle the 

computer. Some students have learnt typewriting and this ability is used in the use of 

computer. They are asked to type and print the essay they had written during their 

composition work. Students developed their confidence and slowly started to use 

English in ordinary conversation in the classroom. This way the sense of fear had 

been dispelled. The internal and term end examination results in English also proved 

that the students have strengthened their confidence in the use of English and also 

the application of computer. This empowerment certainly will improve the use of 

technology in learning language. The curriculum and teaching methodology should 

incorporate the use of English and also the use of technology as a practical 

component. 
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Project and Discussion 

The ultimate goal of today’s ESL students is to acquire the ability to communicate with others in a 

meaningful and appropriate ways. They must become critical thinkers who know how to apply 

language or convey their thoughts in a variety of situations. The paper identifies two issues. i) lack of 

confidence ii) demand for the use of English in the use of technology. In order to address the issues, 

the researcher designed his instruction that involved an active, creative, and socially interactive 

learning process in which students would construct their own knowledge using their prior 

knowledge, a process governed by constructivist approach. Breaking students in small groups 

provides more opportunity to practice the target language as well as reinforcing the knowledge 

through group discussion and collaboration. In the instructional experiment, constructivist approach 

is applied. In second/foreign language education, constructivism is often associated with the use of 

technology in the classroom (Chuang&Rosenbusch 2005; McDonough, 2001; Ruschoff & Ritter 2001) 

Students learn best through concrete experience, dialogue and active learning (Goldberg 2002). 

A constructivist approach makes it possible to alleviate some of the obstacles to developing 

communication skills for second/foreign language learners. In overcrowded classrooms, where 

teachers have difficulty in giving personal attention, students may assist each other in understanding 

new information through group discussion and investigation. Thus students become active 

participants instead of passive learners, waiting to receive information. This experiment fosters 

creative and autonomous thinkers who are able to convey their thoughts in a wide variety of different 

situations.  

References 

1. Chuang, H. &Rosenbusch, M.H. (2005) Use of Digital Video Technology in an Elementary School: 

Foreign Language Methods Course,. British Journal of Educational Technology. 36 (5), 869-80. 

2. Goldberg,M.F. (2002) 15 School Questions and Discussions: From Class Size, Statndards, and 

School Safety to Leadership and more. Lanham, MD: Scarecrow Press. 

3. McDonough, S.K. (2001) Way Beyond Drill and Practice: Foreign Language Lab Activities in 

support of Constructivist Learning. International Journal of Media. 28 (1), 75-81. 

4. Ruschoff, B. & Ritter, M. (2001) Technology-enhanced Language Learning: Construction of 

Knowledge and Template-based Learning in the Foreign Language Classroom. Computer 

Assisted Language Learning. 14(3-4), 219-32. 

 



 

70 

Learning Tamil The Fun Way! 

Mrs Kanmani Shunmugham 

Tamil Teacher / Discipline Mistress 

Pei Tong Primary School, Singapore 

 

Abstract: The intent of this paper is to focus on teaching and learning Tamil language 

using video presentations and E-book creations using KooBits software and online 

blogs. These lessons have been carried out for and by Upper Primary Tamil pupils 

from Pei Tong Primary School, Singapore. 

The facilitation of teaching and learning such that pupils learn academic content as 

well as learn ‘how-to-learn’ in a constantly changing environment is crucial in today’s 

world. The challenges of today’s World necessitate the need to package skills learned 

by pupils such that it becomes a useful tool for the present and future generations.  

For real learning to be effective, it is important for teachers to accommodate unique 

learning needs of every learner. Real learning must also take place in contexts that 

promote interaction, and enable formal and informal learning. This can effectively 

take place in an environment where the pupils are allowed to enhance visual and 

digital literacy skills and to develop critical thinking skills through the creation of 

multimedia presentations.  

Introduction 

The 21st Century is posing many challenges for teachers and students. It is widely popular that the 

present day teacher has to include essential skills of the 21st Century to facilitate learning such that it 

becomes effective. These essential skills are Critical Thinking and Problem Solving, Communication, 

Creativity and Innovation, Collaboration, Information and Media Literacy, and Contextual Learning 

Skills. Teachers have used these skills for many years now but the real challenge of today’s world is 

the need to package it such that it becomes a useful tool for the present and future generations. These 

skills prepare students for an increasingly complex life and future work environments. In order for us 

to be able to understand the essential skills, we have to first identify the present learning 

environments in place for our students. The learning environment for the present generation has to be 

tailored to suit their needs. This is important for real learning to be effective. If we want our students 

to have sound and agile minds, we need to help them achieve sound and agile bodies. It is a proven 

fact that a strong mind in a strong body make a better child. The child’s physical needs are to be met 

together with socio-emotional needs.  

Change is the only constant factor. Change in the education scene happens because of changing needs 

in an ever-changing world. Technological advancements are very rapid in the present age. Before a 

product or software has spent a little time on a shelf, a new updated version is ready to enter the 

market. That’s how rapid the advancements are. In order to interact in such a dynamic environment, 

our students need to learn how to interact, identify and react to changes. They need to analyze new 

conditions and deal with these conditions. Conditions here refer to situations that students find 

themselves in. 
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Our students need to be taught the skills in order to be independent and self-directed learners who 

can take charge of their own learning process. We teachers need to show them how to ‘feed 

themselves’ by stopping the act of ‘spoon-feeding’. When lessons are created to get them thinking for 

themselves, the process has started. It is very important that our students understand the need for life-

long learning to keep abreast with the present day and preparing for future needs. As such lessons 

need to be structured in such a manner that the learning of these essential skills takes place effectively. 

E-Books Creation 

One of the challenges faced by Tamil teachers in Singapore is getting storybooks with a local context 

for our pupils’ reading pleasure. Pupils get excited about stories with a storyline that they can relate 

to. However, there are not many books out in the market that captivate their interest.  

In order to get them interested in reading, we started to create e-books written in the local context. 

This proved to be a success as pupils started looking forward to these story times. They even began to 

add in ideas to elaborate on the original stories. To capitalize on this interest, we started ICT based 

lessons for the pupils to create e-books on their own. Our school, Pei Tong Primary, uses KooBits 

Software to create the e-books. 

KooBits enables the creation of E books with videos and presentations with engaging animation and 

interactive content. It encourages children to write spontaneously, think critically and create 

passionately, which in turn helps to nurture them into confident and self-motivated young writers. 

Before using Koobits, the pupils need to plan the book. They first create the plot and characters of 

their story. Then they source for pictures to fit the plot. KooBits also has a range of video and audio 

clips, clipart, animations and various background designs for the pupils to choose from. Next, pupils 

create a new book by inserting background, pictures, animations, audio clips or video if any. The 

pupils enjoyed watching their stories take the shape of an e-book. It excited them further to see their 

stories in Tamil.  

All the Primary4 pupils took turns to present their stories in class. It was a successful attempt and they 

decided to show and tell their stories to the Primary1 pupils as well. Their common timeslot for 

lessons allowed the cross-level presentation of their stories. Not only were the pupils able to create e-

books in Tamil, they also had a range of stories to read (and their own creations!). Furthermore, they 

had the confidence to present their stories to the younger children in Primary 1. It was heartening to 

see the Upper Primary pupils telling their stories in Tamil and encouraging the younger children to 

read as well.  

The learning points for the pupils start with the basic skills of speaking, listening, reading and writing. 

They enhance their thinking skills and creativity as they source for resource materials and create their 

stories. The lesson also helps to enhance their visual and digital skills. When the pupils are searching 

for materials, they are taught how to source for materials from reliable sources. 

Online Blogging 

Pei Tong Primary uses an e-learning portal named AskNLearn. This portal has an educational blog, 

edublog, on it. Teachers at Pei Tong Primary prefer to use this blog site for pupils. The safety of the 

regulated site is of primary concern for the teachers. Last year, the Tamil teachers tried using edublog 

to start a forum for reflections. The question posed on the site was related to National Education, 

“What would you do or say to attract tourists to Singapore?”. The pupils’ responses were very 

encouraging as that could speak their mind freely when they keyed in their thoughts. Although they 
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knew that their teacher is going to read their posted comments, the pupils were more comfortable 

with keying in their responses as compared to saying it face-to-face. Their responses ranged from 

Singapore’s economical progress to the F1 race. The pupils were proud of producing a blog in Tamil. 

Finally they were able to connect with the digital age and Tamil was no longer the language which 

was destined to be obsolete.  

Many of the Upper Primary pupils started posting blogs to their friends in Tamil. Some of them even 

posted blogs in Tamil to non-Tamil speaking friends just to show them that they were able to blog in 

Tamil. The sense of pride in using their mother tongue served to enhance their interest in the 

language. As a by-product, their grades improved as well.  

Conclusion 

The main objective of changing the mindset of Tamil being a dormant language to Tamil the fun-to-

use language has been achieved. Now, to sustain the interest is the real challenge. New and innovative 

methods have to be sourced and implemented so as to sustain the pupils’ interest in using the Tamil 

language.  

Many pupils find it increasingly difficult to speak in Tamil as they are raised in an English-speaking 

environment. As such reading and writing is affected as they have difficulties in using the language in 

context. In order to alleviate this problem, IT is being used as the “carrot stick” to entice children to 

using Tamil the fun way so as to sustain it as a living language.  

Alvin Toffler wrote that “the illiterate of the 21st century will not be those who cannot read and write, 

but those who cannot learn, unlearn, and relearn”. Therefore, we must teach our children to learn, 

unlearn and relearn the Tamil language so that it continues to live with the future generations.  
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Abstract: The tremendous growth that we witness in the present media scenario is 

the transformation of print media to audio media and then its evolution to the visual 

media. It is the onus and obligatory as well to exalt the media language and flourish it 

according to its usage. As the advancement in technology has reached its crescendo, 

the need for Tamil language teaching has augmented drastically. The traditional 

method of teaching Tamil demands more of human labour and economy. So, keeping 

in mind the growth of Computer, Internet and Multimedia can be used for imparting 

Tamil language education. This research analyses, how in this state of affair, two 

dimensional and three dimensional animations, audio , video, comics, comic strips 

and motion pictures can be used for teaching Tamil through internet medium. This 

paper has made an attempt to identify the effective use of open source software’s and 

operating system for imparting Tamil language skills.  

Introduction 

The need for imparting Tamil through various methods has become an upsurge for Tamilians and the 

people who love Tamil who dwell all over the world. To perform this task, the assistance of internet is 

required to expand the conventional media content all over the world. Therefore, the need has arisen 

to increase the usage of Tamil through internet and to upgrade its service. The grammar and science 

and technology books in Tamil which are only in print as far as to move beyond its medium for which 

computer’s programmes, fonts, keyboard, operating system, and usage of Unicode are the 

prerequisites. To convert printed magazines and books into e-books, portable document format, and 

dot net, the compatibility among these formats are needed at this hour.  

Internet which is called as media comprises in itself innumerable features. It is the need of the hour to 

find out the means of using all those features for spreading the Tamil Language. A number of 

hindrances exist in the medium which prevent the imparting of Tamil language. But today 

technologies such as 2D and 3D animations, Video, Audio, Comics, Comic stripes, Motion films have 

made the teaching of Tamil language incredibly easy. In internet, software’s and operating systems 

like Ubuntu(Tamil Linux),Microsoft, Microsoft Tamil office, suratha Unicode writer and converter, 

Google search engine and guruji search engine greatly help for the development of Tamil language. 

2D and 3D software’s and audio and video editing software’s like Photoshop, Coral draw, Macro 

media, Flash, Dream weaver, Audacity, Window moviemaker, etc. serve the purpose of teaching 

Tamil to great extent. This research explores what are practical difficulties involved in making use of 

these software for teaching of Tamil language. In Tamil teaching through computer, first, shows on 

the screen simple letters and then using the mouse arrow shows them how to write those letter 

followed by the pronunciation. This type of leaning can be done through 2D and 3D animations and 
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motion pictures which will create a greater impact on the learners. Teaching Tamil grammar and 

literatures can be effectively done through audio visual media.  

Basics of Tamil grammar can be shared in the form of audio, video, comics, comic strips and portable 

document format (PDF) in the internet. If we have basic Tamil fonts with various options like Unicode 

writer and converter, compatibility with 2D and 3D software’s may have greater impact in Tamil 

teaching in the internet. With the help of open source 2D software like Inside Point, Art Range and 3D 

software like Motion Builders, Bryce 5.5 and with assistance of social networking websites like Back 

Flip, Blog Mark, Dig, Stumble Upon and with the help of animation software Tamil education related 

contents can be shared through audio files, photographs and videos.  

Role of Multi Media in teaching Tamil 

Internet comprises of various media within itself. The significant of the internet is that we can find 

audio, audio visual and text all under one umbrella. This multi-benefit internet has created a new 

dimension in the present world. Recent advances in computer technology now allow the delivery of 

digital audio and video in the same interface of a written script (Brett: 1997). As it is in the case of text, 

studies of motivation and the use of Multimedia or interactive video have demonstrated positive 

effects (Brett, 1996, Watts: 1989). In the same note the usage of media content and the capacity of video 

in an interactive manner help for better understanding among the learners. 

As our life under the captivity of audio visual media, the same medium can be used as the 

methodology for teaching the language. Researchers have concluded that this sort of learning has 

crafted admirable impact on the learners. Using computer, video, and Internet-based materials ,in 

educational activities, eases teachers’ class-management problems, increases students’ and teachers’ 

attention levels, and enhances the learning-and-teaching process’s effectiveness (Melvin & Horton, 

1996; Deborah, 1998; Christine, 1999; Beers, Paquette, & Warren, 2000; Kablan, 2001). This type of 

learning can create a different experience. Videos are compatible with constructive education due to 

their potential to bring real-life situations and problems into classrooms, where they are widely used 

(Hult & Edents, 2003; Friel & Carboni, 2000; Daniel, 1996; Cannings & Talley, 2003; Bucalos, 2003). 

When we are teaching a language through various medium, we can utilize text, audio and video. 

Through this type of learning a close relationship can be maintained. 

Teaching Tamil Language through Audio Medium  

The practice of oral tradition in Tamil language is in existence for thousands of years. From generation 

to generation our traditional art forms like Theru Kutthu, Tholpavai and Mayilattam, and oyilattam 

exist purely through the practice of oral tradition. The literatures that we read today were once 

learned through oral communication. And Tamil grammar itself was taught through oral language. 

Thousands of years ago, Tholkapiam was recited only through oral language. Only later it took on the 

written form. Today, various medium helps to maintain the oral tradition for teaching Tamil 

language. Sound recording in these days is very simple and hardly costs much. Recorded audio either 

by mobile phone or computer can be edited and modified using the software like Audacity, Hammer 

Head Rhythm Station, Audio book Cutter Free Edition, Eca sound, Free cycle, Flexi Music, Wave 

Editor, Gold wave, Jokosher, Media Digitalizer, Mp3splt,MP3 Stream Editor, Aviary Myna, n-Track 

Studio, NU-Tech, Pyramix, Quick Audio, Reaper, Sample Wrench, Sound booth , Sound scape 

32,SoX,Total Recorder, Wave Lab, Wave Pad and Wave Surfer. If texts are given in audio file format it 

will have greater impact on the listeners. This software can be used for teaching Tamil through high 

quality audio files. 
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Using audio medium, grammar, pronunciation, tongue movements can be accurately recorded. With 

the help of listeners’ own language audio files can be produced. And these audio files can be 

transferred into the modern gadgets like cell phone for further usage. At the same time, our languages 

oral tradition like proverbs, sayings, folk stories, folk songs, traditional epics, Tamil medical news and 

traditional agriculture can also be made available into this audio format. Through this the prosperity 

of Tamil language can be made known to the world. It is believed that this type of audio file format 

helps in recording the apt traditional pronunciations, local slang, rising and lowering tones and 

expressions, thus bringing life to the language. But these can be done only as document. The 

significance of the oral tradition is that it has undergone changes in different stages and still it has not 

lost its importance. Therefore to teach a language using this format will always be appropriate.  

Teaching Tamil through Video  

The teaching of visual communication has got immense importance and it creates a greater impact. 

Today almost every one of us has witnessed still camera and video recorder. In recent times the 

number of people who use camera in their mobile phones has considerably increased. Now it has 

become possible to teach language using video camera to those who know Tamil and to those who do 

not know Tamil. If one appears in the video camera and starts reading the lessons like traditional 

method, without any doubt it is not going to bear fruit in any way. But if video combined with text 

created by using software’s like flash, truly it will have heaps of benefits. This type of video can be 

easily edited using open source software. For example, the software Wax has the capacity to add 2D 

and 3D effects to the video during the editing process. This software is user-friendly and even 

beginners can work on it. AVI WMV MPEG MP4 MOV Converter can be used for converting the 

formats like FLV, AVI, MP4, MPEG, WMV, ASF, MOV to formats like AVI, MP4, WMV,VCD, SVCD, 

DVD, MOV format Abcc FLV without much difficulty. This software can also be used for creating 

contents for the video. 

Adobe Media Player is another type of video editing software. This software helps view internet video 

contents and television programmes in internet. Combi Movie is another player which helps 

MPG/MPEG files to arrange them into a single sequence of all MPEG files. This software works fast. 

Using video for teaching Tamil will create transformation on the learners. Therefore text and audio 

visual should be blended together for the effective learning. 

Role of Comics and Comic strips in teaching Tamil  

In teaching Tamil language, more than merely dispatching information, if it is combined with 2D and 

3D pictures and motion pictures then it reaches the learners powerfully and might have greater 

impact on the learners. 

For example, software helps us in a great in the following works. 

• creating models to describe a hypothesis found in Tamil education  

• demonstrating science and technology through explanatory pictures 

• to draw diagrams related to mathematics and economics 

• to explain an activity through motion pictures 

• to narrate a comic stories 

• to draw cartoons 

• to create 2D and 3D animation movies according to the story  

According to the medium open source software can be used for creating 2D, 3D and motion pictures.  
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Motion Builders (Personal Learning Edition) - helps professionals and 3D animators, Even this software 

can be used for teaching Tamil language through 3D animation.  

Bryce 3.5 is another kind of 3D animation software which goes very handy even for the new users, 

thus making possible use of 3D models. 3D models too can be easily created for teaching Tamil 

language.  

Scribers Desktop Publishing is a commanding software. Using this software, all sorts of texts can be 

created. This software will be of great help in educating Tamil through 2D animation.  

Smooth Draw NX is 2D animation software. High quality drawing and hand drawings can be made 

from this software. A number of tools like brush, pencil, pen tool are available in this software.  

Pixia is used for drawing. In this software there are various tools layers, brushes, masking tools, light 

correction included for better quality outputs.  

Insight Point can be used for internet and graphics. Using this software our thought can be brought 

into texts and graphics. High quality bit map pictures and internet related visual trips can be created. 

This software can also be of immense assistant to make 2D and 3D graphics for teaching Tamil 

language. Software as these mentioned below serves good purpose like creating 2D and 3D 

animations and pictures. Along with audio, writing system can be taught in step by step to create 

interest in the mind of listeners.  

Teaching Tamil through internet  

Internet acts as bridge for connecting all the media together. In today’s scenario, web blogs and social 

net working websites works as a major source of alternative mass media. Anyone can create his/her 

own blog or become member of any of the social networking websites and share his/her opinions 

with much ease. Breaking the boundary walls, internet connects the whole world and it has opened a 

large way for Tamil education worldwide. 

Web blogs and social networking web sites play a significant role in imparting Tamil education all 

over the world in different forms-audio, video, 2D, 3D and motion pictures, etc. One can easily share 

what he has in his mobile phone, computer and recorder to a large number of people through web 

blogs and social networking websites. Even more, using third generation technology cell phones, one 

can share Tamil education contents through internet. Now, there is more scope for web blogs and 

social networking websites being translated into other languages. Following are the some of the blogs 

and social networking websites which can be used for teaching Tamil language.  

Aim- this social networking websites can be used for sharing information on line. For the purpose of 

Tamil education online quiz can be conducted and shared. 

Delicious- This website is widely used for compiling and sharing social book marks. Through this web 

site Tamil education can be effectively done by compiling and sharing Tamil education related book 

marks worldwide.  

Ask-This website acts as search engine for finding out websites, pictures, news, maps, local and 

business related news. This website is also helpful in finding out Unicode in Tamil. 

Back file-Tamil teaching related texts, audio files, photographs, and video can be easily shared through 

this website. A visitor to this website has the option to leave their comments and in turn the website 

authorities reject or edit or reply to the received comments. Since the content of this web site is 
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arranged according to the year and topic it is easy for the visitors to collect information. These days, 

many compilers edit and publish the Tamil blogs which are famous worldwide. All these will help in 

large for Tamil teaching. Anybody who has basic knowledge about computer can access internet 

Tamil content with the help of Unicode. 

Through social networking websites like buzz, yahoo.com, Digg, digg.com, diigo.com, fark.com, 

faves.com, friendfeed.com, kirtsy.com, linkagogo.com, linkedin.com, live.com, mister-wong.com, 

mixx.com, multiply.com, myspace.com, netvouz.com, facebook.com, stumbleupon.com, texts, videos, 

audio files, photographs, sports and feed backs can be easily accessed and shared using these 

websites. Tamil education related World Wide Web blogs can be created with the help of this 

software. This website has the facility to give feedbacks on the contents of the web site. Online opinion 

can also be shared using this type of web site. 

Challenges in using Multimedia in the internet 

The compatibility among the operating system, fonts, key board, and usage of Unicode are the 

prerequisites for the successful operation of Tamil in internet medium. To convert printed magazines 

and books into e-books, portable document format, and dot net, the compatibility among these 

formats are needed at this hour. The compatibility among the format of audio files, players, and speed 

of the internet browser are ought to be analyzed. The speed of the computer is highly dependent on 

the speed of the internet browser, because of this reason; we are facing trouble in sharing the high-

quality video files.  

The capacity of the broadband, wireless, and wired network are the deciding factors of the Data 

exchange. Like English we do not have sound recognizer, signature recognizer, optical character 

recognizer, dictation writer, and live spell checkers in Tamil. This inadequacy is highly preventing the 

effective use of Multimedia in teaching Tamil through internet. Users are encountering problem in 

downloading and installing the Tamil conventional fonts in the system. We can solve this problem by 

using portable document format.  

We ought to have titles, symbols or tags in Tamil and English search engines. If Tamil contents are 

inserted in the search engine, the users can easily avail the required information. If we offer the same 

content in many media the users may avail it easily. The cell phone technology and internet 

technology are acting as an interface for Multimedia. We can make use the features of these available 

facilities. We may think about the effective utilization of Mobile streaming, mobile video streaming, 

and internet video streaming for teaching Tamil. 

Conclusion 

Many Scholars have articulated their research discourse pertaining to Tamil teaching through Internet, 

and submit their recommendations and shortcomings in the usage of Tamil in the new media. At the 

onset this paper has also made an attempt to identify the existing Multimedia open source software to 

teach Tamil through internet. Based on the exploratory approach some suggestions have been codified 

in the effective use of two dimensional and three dimensional animations, audio , video, comics, comic 

strips and motion pictures in teaching Tamil through internet medium, but certain guidelines ought to 

be laid down in the preparation of lesson plan. If individuals start devising lesson plan, learners may 

encounter many troubles. Many English language portals have been offering basic grammar with 

multimedia features to the global learners. They are effectively making use the multimedia software’s 

for teaching English to the native and non native learners. We can also replicate the successful models 
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in our Tamil portals. Multimedia to be an effective tool for the Promotion of learning which provides 

for constructive source of knowledge of language, Better learning is not an outcome of better ways of 

instruction; rather, it is a product of more opportunities to construct knowledge of language (Papert: 

1993). We must make sure the difference between the learning from technology and Leaning with the 

technology. Device can offer information, but it has to be used to posses as a cognitive tool in the 

construction of knowledge acquisition process. The academics and technocrats have jointly initiated 

discussion and put forward constructive suggestions to the Tamil community. 
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தமி῁ இைணயᾺ ப᾿கைலᾰகழகΆதமி῁ இைணயᾺ ப᾿கைலᾰகழகΆதமி῁ இைணயᾺ ப᾿கைலᾰகழகΆதமி῁ இைணயᾺ ப᾿கைலᾰகழகΆ 
ெசய᾿பாᾌகᾦΆ ெசய᾿பாᾌகᾦΆ ெசய᾿பாᾌகᾦΆ ெசய᾿பாᾌகᾦΆ ---- சவா᾿கᾦΆ சவா᾿கᾦΆ சவா᾿கᾦΆ சவா᾿கᾦΆ 

ᾙைனவ᾽ᾙைனவ᾽ᾙைனவ᾽ᾙைனவ᾽. . . . பபபப....அரஅரஅரஅர. . . . நᾰகீரᾹநᾰகீரᾹநᾰகீரᾹநᾰகீரᾹ 

இயᾰᾁந᾽, தமி῁ இைணயᾺ ப᾿கைலᾰகழகΆ, ெசᾹைன 

ᾆᾞᾰகᾫைரᾆᾞᾰகᾫைரᾆᾞᾰகᾫைரᾆᾞᾰகᾫைர: உலᾁ தᾨவி வாᾨΆ தமிழ᾽க῀ தமிேழாᾌΆ, தமி῁Ὰ பᾶபா᾵ேடாᾌΆ 
ெதாட᾽பறாᾐ வாழ ேவᾶᾌΆ; தமி῁ᾰ ᾁழᾸைதக῀ தமி῁ கιக ேவᾶᾌΆ; தமிழி᾿ ேபச 
ேவᾶᾌΆ எᾹற ேநாᾰகி᾿ ெதாடᾱகᾺப᾵டᾐதாᾹ தமி῁ இைணயᾺ ப᾿கைலᾰகழகΆ. 
அᾐ தமிைழ, சாᾹறித῁ᾰ க᾿வி, ப᾵டயΆ / ப᾵டᾰக᾿வி, ேமιப᾵டᾰ க᾿வி, ஆராᾼᾲசி 
எᾹற நிைலகளி᾿ ெகாᾶᾌ ெச᾿ல ᾙயᾹᾠ வᾞகிறᾐ. இΆᾙயιசியி᾿ அᾐ சᾸதிᾷத 
சிᾰக᾿கᾦΆ, அதιᾁாிய தீ᾽ᾫகᾦΆ இᾰ க᾵ᾌைரயி᾿ எᾌᾷᾐᾰ ᾂறᾺப᾵ᾌ῀ளன.  

ᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைர 
உலᾁ தᾨவி வாᾨΆ தமி῁ மᾰகᾦΆ, தமிழி᾿ ஈᾌபாᾌ உ῀ள ஏைனயவ᾽கᾦΆ, தமி῁ ெமாழிையᾰ 
கιபதιᾁΆ, தமிழ᾽ வரலாᾠ, கைல, இலᾰகியΆ, பᾶபாᾌ பιறி அறிᾸᾐ ெகா῀வதιᾁΆ, ேவᾶᾊய 
வாᾼᾺᾗகைள இைணயΆ வழியாக அளிᾺபᾐ தமி῁ இைணயᾺ ப᾿கைலᾰகழகᾷதிᾹ ேநாᾰகமாᾁΆ  

தமி῁ பயி᾿விᾰᾁΆ ப῀ளிக῀ இ᾿லாத ஊ᾽க῀ / நாᾌகளி᾿ வா῁கிற மழைலᾰ ᾁழᾸைதக῀, ப῀ளிᾰ 
க᾿வி ᾙᾊᾷதவ᾽க῀, ஓரளᾫ தமி῁ அறிᾫ ெபιறிᾞᾸᾐ, ேமᾤΆ பᾊᾷᾐᾷ தமிழி᾿ ப᾵டΆ ெபற 
விᾞΆᾗபவ᾽க῀, தமிழ᾽ பᾶபாᾌ, கைல, பாரΆபாியΆ ᾙதᾢயவιைற அறிᾸᾐ ெகா῀வதி᾿ 
ஆ᾽வᾙ῀ளவ᾽க῀ ஆகிேயா᾽தாΆ இᾺப᾿கைலᾰகழகΆ எதி᾽ேநாᾰகிய பயனாள᾽க῀.  

இதᾹ ேநாᾰகᾱகைளᾜΆ, பயனாள᾽கைளᾜΆ மனᾷதி᾿ ெகாᾶᾌ தமி῁ᾰக᾿வி, ᾁழᾸைதகᾦᾰகான 
மழைலᾰக᾿வி எᾹᾠΆ ஒᾹᾠ ᾙத᾿ ஆறாΆ வᾁᾺᾗ வைர சாᾹறித῁ᾰ க᾿வி எᾹᾠ ᾚᾹᾠ 
நிைலகளிᾤΆ, ஏழாΆ வᾁᾺᾗ ᾙத᾿ - பᾹனிெரᾶடாΆ வᾁᾺᾗ வைர ேமιசாᾹறித῁ᾰ க᾿வி எᾹᾠ 
ᾚᾹᾠ நிைலகளிᾤΆ ப᾵டயΆ, ேமιப᾵டயΆ, ப᾵டΆ எᾹᾠ ஒᾞᾱகிைணᾸத இளநிைலᾷ தமிழிய᾿ 
க᾿விᾜΆ இᾺெபாᾨᾐ வழᾱகᾺபᾌகிᾹறன. ேமιப᾵டᾰ க᾿வி வழᾱகᾫΆ தி᾵டᾱக῀ உ῀ளன.  

சாᾹறித῁ᾰ க᾿விᾺ பாடᾱக῀ அைனᾷᾐΆ, ேக᾵ட᾿, ேபᾆத᾿, பᾊᾷத᾿, எᾨᾐத᾿ ஆகிய திறᾹகைள 
வள᾽ᾰᾁΆ வைகயி᾿ வᾊவைமᾰகᾺப᾵ᾌ இைணயᾷதளᾷதி᾿ ெகாᾌᾰகᾺப᾵ᾌ῀ளன. இேத ேபாᾹᾠ 
ப᾵டᾰக᾿விᾺ பாடᾱகᾦΆ பாடᾲ ᾆᾞᾰகΆ, பாடᾺபᾔவ᾿, பாட᾿க῀ ஒளி-ஒᾢᾰ கா᾵சிக῀, 
தᾹமதிᾺᾖ᾵ᾌ வினாᾰக῀ ஆகிய பᾁதிகᾦடᾹ வᾊவைமᾰகᾺப᾵ᾌ῀ளன. இᾺபாடᾱக῀ எ᾿லாΆ, 
ஆசிாிய᾽ ᾐைணயிᾹறி மாணவ᾽க῀ தாேம கιᾁΆ வைகயி᾿, அைசᾫᾺ படᾱக῀, இைசᾺ பாட᾿க῀, 
ஒᾢ-ஒளிᾰ கா᾵சிக῀ ஆகிய ப᾿ᾥடக வசதிகᾦடᾹ தரᾺப᾵ᾌ῀ளன. சாᾹறித῁ᾰ க᾿வி வாᾼெமாழிᾷ 
ேத᾽ᾫ, கா᾵சிᾷ ேத᾽ᾫ, இைணயவழிᾷ ேத᾽ᾫ, எᾨᾷᾐᾷ ேத᾽ᾫ எᾹபைவ ᾚலᾙΆ ப᾵டᾰக᾿வி, 
இைணயவழிᾷ ேத᾽ᾫ, எᾨᾷᾐᾷேத᾽ᾫ எᾹபைவ ᾚலᾙΆ மதிᾺᾖᾌ ெசᾼயᾺபᾌகிᾹறன.  

இைணயΆ வழிᾰ க᾿வியிᾹ நᾹைமக῀இைணயΆ வழிᾰ க᾿வியிᾹ நᾹைமக῀இைணயΆ வழிᾰ க᾿வியிᾹ நᾹைமக῀இைணயΆ வழிᾰ க᾿வியிᾹ நᾹைமக῀, ᾁைறபாᾌக῀ᾁைறபாᾌக῀ᾁைறபாᾌக῀ᾁைறபாᾌக῀, வாᾼᾺᾗக῀வாᾼᾺᾗக῀வாᾼᾺᾗக῀வாᾼᾺᾗக῀, சவா᾿க῀சவா᾿க῀சவா᾿க῀சவா᾿க῀ 

நᾹைமக῀ நᾹைமக῀ நᾹைமக῀ நᾹைமக῀ ((((Strengths) 

1. உலகிᾹ எᾸத ᾚைலயி᾿ உ῀ளவ᾽கᾦΆ இᾰக᾿விᾷ தி᾵டᾱகளி᾿ ேச᾽Ᾰᾐ பᾊᾰகலாΆ. 

2. ஆசிாிய᾽ ᾐைணயிᾹறி கιᾁΆ வைகயி᾿, பாடᾱக῀ அைனᾷᾐΆ அைசᾫᾺ படᾱக῀, இைசᾺ 
பாட᾿க῀, ஒᾢ-ஒளிᾰ கா᾵சிக῀ ேபாᾹற ப᾿ᾥடக வசதிகᾦடᾹ வᾊவைமᾰகᾺப᾵ᾌ῀ளன. 

3. அவரவ᾽ ᾪᾌகளிᾢᾞᾸேத பᾊᾰகலாΆ; எᾺெபாᾨᾐ ேவᾶᾌமானாᾤΆ ேநரΆ - காலΆ பா᾽ᾰகாம᾿ 
பᾊᾰகலாΆ. 
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4. சிᾠவ᾽ ᾙத᾿ ெபாிேயா᾽ வைர, பணிᾰᾁᾲ ெச᾿ேவா᾽, ெச᾿லாதவ᾽, ᾪ᾵ᾊ᾿ இᾞᾰᾁΆ ெபᾶக῀ 
எᾹᾠ யா᾽ ேவᾶᾌமானாᾤΆ பᾊᾰகலாΆ. 

5. வயᾐ வரΆᾗ இ᾿ைல. 
6. அவரவ᾽ திறைமᾰேகιபᾰ க᾿விᾷ தி᾵டᾱகளி᾿ ேச᾽Ᾰᾐ ெதாட᾽Ᾰᾐ பᾊᾷᾐᾰ ெகாᾶᾊᾞᾰகலாΆ. 
7. மாணவராகᾺ பதிᾫ ெசᾼᾐ ெகாᾶடபிறᾁ எᾺெபாᾨᾐ ேவᾶᾌமானாᾤΆ ேத᾽ᾫ எᾨதிᾰ 

ெகா῀ளலாΆ. காலᾰெகᾌ எᾐᾫΆ இ᾿ைல. 
8. சாᾹறித῁/ப᾵டΆ எᾹறி᾿லாம᾿ அறிᾫ வள᾽ᾲசிᾰகாகᾫΆ பᾊᾰகலாΆ; பᾊᾺபதιᾁᾰ க᾵டணΆ 

ஏᾐமி᾿ைல. 
9. தᾹ மதிᾺᾖ᾵ᾌ வினாᾰக῀ ᾚலΆ கιறைத மதிᾺᾖᾌ ெசᾼᾐ ெகா῀ளலாΆ. 

ᾁைறபாᾌக῀ ᾁைறபாᾌக῀ ᾁைறபாᾌக῀ ᾁைறபாᾌக῀ ((((Weaknesses) 

1. இைணயᾷ ெதாட᾽ᾗடᾹ ᾂᾊய கணிᾺெபாறி ேதைவ. 
2. ஐயᾱகைளᾷ தீ᾽ᾰக ஆசிாிய᾽ இ᾿ைல. 
3. இைணயᾷ ெதாட᾽பிᾹ ேவகΆ ᾁைறᾫ. 
4. ேத᾽ᾫகைள ஒᾞ ெதாட᾽ᾗ ைமயᾷதிιᾁᾲ ெசᾹᾠதாᾹ எᾨத ேவᾶᾌΆ; ெதாட᾽ᾗ ைமயᾱக῀ 

பᾰகᾷதி᾿ இᾞᾰக ேவᾶᾌΆ. அ᾿லᾐ ஒῂெவாᾞ ஊாிᾤΆ ஒᾞ ெதாட᾽ᾗ ைமயΆ ஏιபᾌᾷத 
ேவᾶᾌΆ. 

5. ப῀ளிᾰᾂடᾱகளி᾿ உ῀ளைதᾺ ேபாலᾰ ‘ᾁᾨவாக ேச᾽Ᾰᾐ கιற᾿’ எᾹபᾐ ᾙᾊயாᾐ. 
6. ஆசிாிய᾽ ேதைவயி᾿ைல எᾹᾠ ெசாᾹனாᾤΆ, ᾁழᾸைதகைள ஊᾰகᾺபᾌᾷதி பᾊᾰக ைவᾰக 

ெபιேறா᾽களிᾹ ᾐைண ேதைவᾺபᾌΆ. 
7. தமிைழ ம᾵ᾌΆ ெசா᾿ᾢᾰ ெகாᾌᾺபதா᾿ ப῀ளிᾰ க᾿வி ᾙᾨைம அைடவதி᾿ைல. 
8. கணிᾺெபாறிᾷ திைரயி᾿ ெதாட᾽Ᾰᾐ பாடᾱகைளᾺ பᾊᾰக ᾙᾊயாᾐ; ேத᾽ᾫᾰᾁᾷ தயா᾽ ெசᾼய 

ᾙᾊயாᾐ; அதனா᾿ பாடᾺ ᾗᾷதகᾱக῀ ேவᾶᾌΆ. 
9. ஆசிாிய᾽ இ᾿லாம᾿ க᾿வி ᾙᾨைமயைடயாᾐ. 
10. தமிழ᾽க῀ வாᾨΆ நாᾌகளிᾹ அᾱகீகாரᾙΆ ஒᾺᾗதᾤΆ ெபற ேவᾶᾌΆ. 

வாᾼᾺᾗக῀ வாᾼᾺᾗக῀ வாᾼᾺᾗக῀ வாᾼᾺᾗக῀ ((((Opportunities) 

1. வள᾽Ᾰᾐ வᾞΆ தகவ᾿ ெதாழி᾿ ᾒ᾵பᾷதா᾿, கணினியிᾹ விைல ᾁைறᾜΆ; எளிதி᾿ அைனவᾞᾰᾁΆ 
கிைடᾰᾁΆ; பயᾹபாᾌ ெபᾞᾁΆ. 

2. இைணயᾷ ெதாட᾽ᾗΆ (Internet connection) ெசயιைகᾰேகா῀ வழியாக, கΆபி இைணᾺᾗ 
இ᾿லாம᾿ எளிதி᾿ கிைடᾰகலாΆ. 

3. அதனா᾿ ெசயιைகᾰேகா῀ வழியாக ‘இைணய வᾁᾺபைறகளி᾿’ பாடᾱக῀ நடᾷதலாΆ. 
4. இதனா᾿ சிறᾸத ஆசிாிய᾽களிᾹ பயᾹ ஒேர ேநரᾷதி᾿ பல ப῀ளிகᾦᾰᾁᾰ கிைடᾰகலாΆ. 
5. பயிιசி ெபιற ஆசிாிய᾽ இ᾿ைல எᾹற ᾁைற நீᾰகᾺபடலாΆ. 
6. வᾞᾱகாலᾷதி᾿ ப῀ளி மாணவ᾽க῀ மᾊᾰ கணினிகைளᾜΆ, ைகᾰ கணினிகைளᾜΆ பயᾹபᾌᾷதிᾰ 

கιகலாΆ. 
7. மிᾹᾓலகᾱகளி᾿ உ῀ள ᾓ᾿கைள மாணவ᾽க῀ ேதᾊᾺ பா᾽ᾰகலாΆ. 
8. மிᾹனᾴச᾿ ᾚலΆ ஐயᾱகᾦᾰᾁᾲ சிறᾸத ஆசிாிய᾽களிடமிᾞᾸᾐ விளᾰகᾱக῀ ெபறலாΆ. 
9. ெமாழி கடᾸᾐ, பா᾽ைவ ᾓ᾿கைளᾜΆ, மιற தகவ᾿கைளᾜΆ ெபறலாΆ. 
10. கணிᾺெபாறியிேலேய ேசாதைனக῀ ெசᾼயலாΆ. 
11. ேத᾽ᾫ ᾙைறக῀ இ᾿லாம᾿ ேபாகலாΆ; மதிᾺᾖ᾵ᾌ ᾙைறக῀ மாறலாΆ. 
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சவா᾿க῀ சவா᾿க῀ சவா᾿க῀ சவா᾿க῀ ((((Threats) 

1. ஏ᾵ᾌᾰக᾿விᾰᾁ அᾺபாιப᾵ᾌ மாᾔட ஆᾰகᾷதிιᾁᾷ ேதைவᾺபᾌΆ ஆசிாியாிᾹ அறிᾫைரக῀, 
அᾔபவᾱக῀ இ᾿லாம᾿ ேபாகலாΆ. 

2. அᾹᾗ, பாசΆ, ந᾵ᾗ, விைளயா᾵ᾌ, சிᾠவயᾐᾰ ᾁᾠΆᾗக῀, உறᾫᾺ பாலΆ ஆகியன ᾁைறயலாΆ. 

3. மனித ேநயΆ மைறᾸᾐ ேபாᾼ, எᾸதிரᾱகளாᾼ மனிதᾹ மாறலாΆ. 

4. கιறைதᾺ ᾗாிᾸᾐெகாᾶᾌ பயᾹபᾌᾷᾐΆ அறிᾫ இ᾿லாம᾿ ேபாகலாΆ. 

5. ஒῂெவாᾞ மனிதᾔΆ தனிᾷதனிᾷ தீᾫகளாᾼ மாறிᾺ ேபாகலாΆ. 

தததத....இஇஇஇ....பபபப. . . . எதி᾽ெகாᾶட சிᾰக᾿கᾦΆ தீ᾽ᾫகᾦΆஎதி᾽ெகாᾶட சிᾰக᾿கᾦΆ தீ᾽ᾫகᾦΆஎதி᾽ெகாᾶட சிᾰக᾿கᾦΆ தீ᾽ᾫகᾦΆஎதி᾽ெகாᾶட சிᾰக᾿கᾦΆ தீ᾽ᾫகᾦΆ 

க᾿விᾷ தி᾵டΆக᾿விᾷ தி᾵டΆக᾿விᾷ தி᾵டΆக᾿விᾷ தி᾵டΆ 

1. பாட ஆசிாிய᾽களிடமிᾞᾸᾐ பாடᾱகைளᾺ ெபιᾠ, சாிபா᾽ᾷᾐᾲ ெசᾺபனி᾵ᾌᾷ தளᾷதி᾿ இᾌவதιᾁ 
நீᾶட காலΆ ஆனᾐ. 

2. ஒῂெவாᾞ பாடᾙΆ தனிᾷதனியாகᾷ தணிᾰைக ெசᾼயᾺபᾌவதா᾿, ஒᾞ பாடᾷதிιᾁΆ, மιெறாᾞ 
பாடᾷதிιᾁΆ இைடயி᾿ ஏιபᾌΆ கᾞᾷᾐ ᾙரᾶபாᾌக῀, ᾂறியᾐ ᾂற᾿, ெபாᾞ῀ ᾁιறΆ, ெசா᾿ 
ᾁιறΆ ஆகியைவ நீᾰகᾺபᾌவதி᾿ைல.  

3. பாடᾱகளி᾿ சீ᾽ைமயி᾿ைல எᾹபேதாᾌ, பாடᾱகைளᾷ தளᾺபᾌᾷதியதிᾤΆ சீ᾽ைம 
காணᾺபடவி᾿ைல. ஒேர ேநரᾷதி᾿ பல நிᾠவனᾱக῀ இᾺபணிையᾲ ெசᾼதᾐΆ ஒᾞ காரணமாக 
இᾞᾰகலாΆ.  

எனேவ இᾰᾁைறகைளᾰ கைளய ேவᾶᾊயᾐ உடனᾊᾷ ேதைவயாக இᾞᾰகிறᾐ. இதᾹ ᾙத᾿ பᾊயாக 
எ᾿லாᾺ பாடᾱகᾦΆ சீராᾼᾫᾰᾁ உ᾵பᾌᾷதᾺப᾵டன. ᾂறியᾐ ᾂற᾿ ேபாᾹற ᾁைறகைளᾰ கைளᾸத 
பிறᾁ ᾙதᾢ᾿ 27 தா῀களாகᾫΆ பிᾹன᾽, 24தா῀களாகᾫΆ ᾁைறᾰகᾺப᾵டன. இᾸத 24 தா῀கᾦΆ 
மீᾶᾌΆ ெசΆைமᾺபᾌᾷதᾺப᾵ᾌᾰ ெகாᾶᾊᾞᾰகிᾹறன. 

பாடᾺᾗᾷதகᾱகளிᾹ ேதைவ பாடᾺᾗᾷதகᾱகளிᾹ ேதைவ பாடᾺᾗᾷதகᾱகளிᾹ ேதைவ பாடᾺᾗᾷதகᾱகளிᾹ ேதைவ  

இைணயவழிᾰ க᾿வியிᾹ ஒᾞ நᾹைமயாகᾰ ᾂறᾺபᾌவᾐ பாடᾺᾗᾷதகᾱக῀ ேதைவயி᾿ைல 
எᾹபᾐதாᾹ. பாடᾱக῀ எ᾿லாΆ இைணயᾷ தளᾷதி᾿ இடᾺப᾵ᾊᾞᾰᾁΆ எᾹபதா᾿, யா᾽ 
ேவᾶᾌமானாᾤΆ, எᾺெபாᾨᾐ ேவᾶᾌமானாᾤΆ அவιைறᾺ பᾊᾰகலாΆ. ப᾿ᾥட வசதிகேளாᾌ 
பாடᾱக῀ ேபாடᾺப᾵ᾊᾞᾺபதா᾿ ஆசிாிய᾽ ேதைவயி᾿ைல எᾹபᾐ இᾹெனாᾞ நᾹைமயாகᾰ 
ᾂறᾺபᾌகிறᾐ.  

தளᾷதி᾿ பாடᾱகைளᾺ பᾊᾺபதιᾁᾷ ேதைவயான ᾙᾰகியᾰ ᾂᾠக῀: 

1. கணிᾺெபாறி 

2. இைணயᾷதள இைணᾺᾗ 

3. ெதாட᾽பறாத, எᾺெபாᾨᾐΆ கிைடᾰᾁΆ வைகயி᾿ இைணயᾷதளᾷதிᾹ ேவகΆ 

சில ᾙᾹேனறிய நாᾌகளி᾿ ᾂட அைனவᾞᾰᾁΆ கணிᾺெபாறி இ᾿ைல; இைணயᾷதள இைணᾺᾗ 
இ᾿ைல; அᾺபᾊேய இᾞᾸதாᾤΆ ேவகΆ இ᾿ைல. அᾺபᾊெயᾹறா᾿ மιற நாᾌகளிᾹ நிைலைம 
எᾺபᾊயிᾞᾰᾁΆ. ேமᾤΆ எῂவளᾫ ேநரΆ கணிᾺெபாறியி᾿ பாடᾱகைளᾺ பᾊᾰக ᾙᾊᾜΆ? அதιகான 
க᾵டணΆ எᾹன? எᾹற ேக῀விகᾦΆ எᾨகிᾹறன.  

எனேவ பாடᾱகைள ஓரளᾫᾰᾁᾺ ᾗாிᾸᾐ ெகா῀ள இைணயᾷதளᾺ பாடᾱக῀ பயᾹப᾵டாᾤΆ, 
ெதாட᾽Ᾰᾐ பᾊᾰகᾫΆ, ேத᾽ᾫᾰᾁᾷ தயா᾽ ெசᾼயᾫΆ ᾗᾷதகᾱக῀ மிகᾫΆ ேதைவ எᾹபᾐ பலᾞைடய 
கᾞᾷதாᾁΆ. எனேவ த.இ.ப க᾿விᾷதி᾵டᾺ பாடᾱகᾦᾰᾁᾺ பாடᾓ᾿க῀ தயாாிᾷᾐ, PDF வᾊவி᾿ 
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தளᾷதி᾿ இᾌΆ பணி ெதாடᾱகிᾜ῀ளᾐ. ேதைவᾺபᾌேவா᾽ இவιைறᾺ பதிவிறᾰகΆ ெசᾼᾐ ெகாᾶᾌ 
பᾊᾰகலாΆ.  

இைணய வᾁᾺபைறஇைணய வᾁᾺபைறஇைணய வᾁᾺபைறஇைணய வᾁᾺபைற 

ஆசிாிய᾽ ᾐைணயிᾹறி, மாணவ᾽க῀ தாேம பᾊᾷᾐ ᾗாிᾸᾐெகா῀ᾦΆ வைகயி᾿ பாடᾱக῀ 
வᾊவைமᾰகᾺப᾵ᾊᾞᾰகிᾹறன எᾹᾠ ᾂறினாᾤΆ அᾐ ᾙᾨைமயாகᾺ பாடᾱகைளᾺ ᾗாிᾸᾐெகா῀ளᾷ 
ᾐைணᾗாிவதி᾿ைல. ேக῀விகᾦᾰᾁ விளᾰகᾱக῀ ேதைவᾺபᾌகிᾹறன எனேவ இதιᾁ ஒᾞ 
ஆசிாியாிᾹ ᾐைண நிᾲசயΆ ேதைவᾺபᾌகிறᾐ. ஆசிாியாிᾹ அᾔபவᾱக῀ இ᾿லாத க᾿வி ᾙᾨைம 
அைடவதி᾿ைல. இᾰᾁைறையᾺேபாᾰக இᾺெபாᾨᾐ த.இ.ப. இைணயவᾁᾺபைறையᾷ 
ெதாடᾱகிᾜ῀ளᾐ. இῂவᾁᾺபைறகளி᾿ சிறᾸத ஆசிாிய᾽க῀ பாடᾱகைள நடᾷᾐகிறா᾽க῀. அைவ 
த.இ.ப. இைணயᾷதளᾷதிᾤΆ ேபாடᾺப᾵ᾌ῀ளன. யா᾽ ேவᾶᾌமானாᾤΆ, எᾺெபாᾨᾐ 
ேவᾶᾌமானாᾤΆ பாடᾱகைளᾰ ேக᾵ᾌᾺ பயᾹெபறலாΆ. ேக῀விகைளᾜΆ விளᾰகᾱகைளᾜΆ 
மிᾹனᾴச᾿ ᾚலΆ ேக᾵ᾌᾷ ெதளிᾫ ெபறலாΆ.  

ேத᾽ᾫக῀ ேத᾽ᾫக῀ ேத᾽ᾫக῀ ேத᾽ᾫக῀  

இைணயவழிᾰ க᾿வி எதி᾽ெகா῀ᾦΆ இᾹெனாᾞ சிᾰக᾿ ேத᾽ᾫக῀, இᾹைறய ேத᾽ᾫ ᾙைறகளிᾹபᾊ, 
இைணயவழி மாணவ᾽க῀ இரᾶᾌ ேநரᾊ கணிᾺெபாறி வழிᾷ ேத᾽ᾫகைளᾜΆ, ஒᾞ எᾨᾷᾐᾷ 
ேத᾽ைவᾜΆ ஏιக ேவᾶᾌΆ. இவιைற அவ᾽க῀ தᾱகளிᾹ இ᾿லᾱகளி᾿ இᾞᾸᾐ ெசᾼய ᾙᾊயாᾐ. 
ஒᾞ ெதாட᾽ᾗ ைமயΆ ேவᾶᾌΆ. ெதாட᾽ᾗ ைமயᾱகᾦᾰᾁ வᾸᾐதாᾹ அவ᾽க῀ ேத᾽ᾫக῀ எᾨத 
ேவᾶᾌΆ. அᾺபᾊெயᾹறா᾿ ஒῂெவாᾞ ஊᾞᾰᾁΆ ஒᾞ ெதாட᾽ᾗ ைமயΆ ேவᾶᾌΆ; அதιᾁ அᾸதᾸத 
ஊாி᾿ உ῀ள சᾚக ஆ᾽வல᾽க῀, ஆசிாிய᾽க῀ ᾙᾹவர ேவᾶᾌΆ.  

ஒᾞ நா᾵ᾊιᾁ ஒᾞ ைமயΆ எᾹபᾐ ஏιகᾷதᾰக ஒᾹᾠ அᾹᾠ. எனேவ ஒᾹᾠ எ᾿லா ஊ᾽களிᾤΆ 
ெதாட᾽ᾗ ைமயΆ ஏιபᾌᾷத ேவᾶᾌΆ அ᾿லᾐ, ேத᾽ᾫக῀ ேதைவᾺபடாத ஒᾞ மதிᾺᾖ᾵ᾌᾷ தி᾵டᾷைத 
உᾞவாᾰக ேவᾶᾌΆ.  

அரᾆகளிᾹ ஒᾺᾗத᾿ அரᾆகளிᾹ ஒᾺᾗத᾿ அரᾆகளிᾹ ஒᾺᾗத᾿ அரᾆகளிᾹ ஒᾺᾗத᾿  

தமி῁ இைணயᾺ ப᾿கைலᾰகழகᾷைதᾷ ெதாடᾱகியேபாᾐ, மேலசியா, சிᾱகᾺᾘ᾽ ேபாᾹற தமிழ᾽ 
அதிகΆ வாᾨΆ இடᾱகளி᾿ இᾞᾸᾐ இதιᾁ ெபᾞΆ வரேவιᾗ கிைடᾰᾁΆ எᾹᾠ எதி᾽பா᾽ᾰகᾺப᾵டᾐ. 
ஆனா᾿ அᾐ நடᾰகவி᾿ைல. அதιᾁ ᾙᾰகியமான காரணΆ, இᾰக᾿விைய அᾸத நாᾌக῀ இᾹᾔΆ 
அᾱகீாிᾰக வி᾿ைல. எனேவ அரசிய᾿ சா᾽Ᾰத, அரᾆ சா᾽Ᾰத சில ᾙᾊᾫகைளᾜΆ எᾌᾰக 
ேவᾶᾊᾜ῀ளᾐ. 

ᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைர     

இைணயᾰ க᾿வி எᾹபᾐ உலகிᾹ ᾙᾹேனாᾊᾷ தி᾵டΆ. எதி᾽கால ᾙᾹேனιறᾱகைளᾜΆ 
ேதைவகைளᾜΆ கᾞᾷதி᾿ ெகாᾶᾌ, மிகᾲசிறᾸத சிᾸதைனயாள᾽களா᾿ ᾙᾹைவᾰகᾺப᾵ட ஒᾞ தி᾵டΆ. 
இᾺபᾊ ஒᾞ க᾿விᾷதி᾵டΆ, த.இ.ப. ெதாடᾱகᾺப᾵ட காலᾷதி᾿ இ᾿ைல. எனேவ எᾸத ஒᾞ 
வழிகா᾵ᾌதᾤΆ இ᾿லாம᾿ மிகᾲ சிறᾸத ᾙைறயி᾿ உᾞவாᾰகᾺப᾵ᾌ῀ள இᾺபாடᾷதி᾵டᾷதி᾿, 
ஏιப᾵ட சில சிᾰக᾿க῀ கால ஓ᾵டᾷதி᾿ கᾶடறியᾺப᾵ᾌ, அவιறிιகான தீ᾽ᾫகᾦΆ 
ேமιெகா῀ளᾺப᾵ᾌ வᾞகிᾹறன. இᾐ ᾙᾊᾫ῀ள பணியᾹᾠ, ெதாட᾽Ᾰᾐ சீராᾼᾫக῀ ெசᾼயᾺப᾵ᾌ, 
திᾞᾷதᾱக῀ ேமιெகா῀ளᾺப᾵ᾌᾲ ெசΆைமᾺபᾌᾷதᾺபடேவᾶᾌΆ.  
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Abstract: Communication and Information Technology (ICT) have made deep inroads to 

teaching and learning among the students. In Malaysia there are 524 Tamil schools and 

90% of these schools have been equipped with computer laboratories. School Curricula 

have been modified to include ICT in order to upgrade teaching and learning. The 

computer with its internet and hypermedia capabilities is a powerful tool to enhance 

learning. With its unlimited collection of text, sound, pictures, video, animation and 

hypermedia provides meaningful context to facilitate comprehension (Bruner, 1986). The 

implementation of ICT in the classroom are both an innovation in technology and 

teaching (Scrimshaw, 2004).The study for this paper is being conducted in 10 Tamil 

schools in Klang Valley, Peninsula Malaysia to examine how far incorporation of ICT 

could promote students’ creativity in their performance and suggest how teachers could 

use multimedia effectively. Questionnaire and interview methods will be used to collect 

data for the study. 100 students are selected by the respective schools. 50 students are 

grouped as experimental group and another 50 as the control group. The experimental 

group will be exposed to the multimedia during the process of language learning where 

students will be encouraged to play computer games in Tamil in the classroom. 

Meanwhile, the control group will be exposed to traditional approach while learning 

Tamil language. Both the group’s performance will be analyzed based on their skill to 

write essays, richness in their vocabulary and appropriateness in pronunciation 

Introduction 

One of the most significant changes in education in recent years has been the availability of a range of 

Information Communication Technologies (ICT). Thus, ICT is no longer a new terminology 

nowadays. Almost everyone is familiar with ICT not only at work but also in schools as it 

encompasses the Internet and multimedia. The power of ICT can be used effectively in language 

teaching and leaning as there is a paradigm shift from traditional teaching to using ICT in classrooms. 

Besides that, the generation born after 1980 are named as digital mind and also known as N-Gen - Net 

Generation (Tapscott, 1998). These groups of students are highly influenced with Internet and have 

changed their learning attitudes and abilities (Adone at el., 2007). Computer is not an unfamiliar 

gadget to this group of students. Students feel that computers with the help of internet have helped to 

produce a good work. Furthermore, the computer with its multimedia effects, in the form of its 

unlimited collection of text, sound of pictures, video, animation and hypermedia provide meaningful 

context to facilitate comprehension (Bruner, 1986). Furthermore, multimedia tool is believed to 
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provide the possibilities of multiple perspectives and a realistic learning environment. The real power 

of multimedia to improve education may only be realized when students actively use them as 

cognitive tool. Furthermore computer based learning is more motivating for students and this is 

generally accepted by educators and by administrators. 

ICT in Malaysian Schools  

Under the Smart School Project, about 8000 schools in Malaysia have been equipped with computer 

facilities in 2005. By the year 2010, it is projected that about 10,000 primary and secondary schools will 

have computer facilities and more schools will obtain computer with Internet connection and teachers 

will be encouraged to use it in their classroom teaching (Malaysian Ministry of Education, 1997). ICT 

is aimed at producing students with knowledge, thinking skills and innovations, which eventually 

contribute to the knowledge-based economy (Economic Planning Unit, 2001). It can be said that the 

Malaysian government is spending a huge amount of money for the advancement of ICT use in 

schools. Thus, it is important to see that the ICT has been adopted in the schools. 

ICT in Malaysian Tamil Schools  

In Malaysia there are 524 Tamil schools and 90% of these schools have been equipped with computer 

laboratories. With this facility, Tamil school administrators have made it compulsory for teachers to 

inculcate ICT into their teaching especially in Science and Mathematics. Some teachers also included 

ICT in teaching Tamil. The advancement and usage of ICT through computer in schools are also due 

to the support from Non-Governmental Organizations (NGO) other bodies such as, Parents-Teachers 

Association (PTA) various community movements etc. 

Although, the implementation of ICT in schools have been highly encouraged and publicized 

according to Mullai Ramaiya & Sudandra (2001), the impact of using computer in teaching and 

learning in Tamil schools in Malaysia is comparatively lower as against Chinese schools (p12). In the 

mean time, according to Paramasivam (2002), even in those Tamil schools where the computer 

laboratories are available there was no systematic teaching by using computer as an instructional tool. 

This was mainly because of the fact that the teachers/instructors did not have enough computer 

literacy in imparting computer skills to students. 

This scenario slowly changed and a positive shape took place since 2003, when the Malaysian 

government has a change in curriculum policy. It was made compulsory for Science and Mathematics 

to be taught in English. Due to this concept, a lot of money was invested in the training of teachers to 

impart ICT knowledge in them. This gave teachers more opportunities to use the computer more 

effectively. Tamil teachers also took this golden opportunity to bring in changes into the teaching and 

learning of Tamil language using computers. Students are now exposed to use multimedia in learning. 

Multimedia language games have prompted students’ interest in learning.  

Multimedia and Student’s Creativity 

In a traditional classroom, teachers play a dominant role as they provide all the information to 

students. Students on the other hand, are passive learners and follow teacher’s instruction. But today’s 

world has changed so much when ICT is incorporated into teaching and learning. Students are now 

more active and they play an important role in learning with the help of the computers. Teachers are 

no longer dominant but mere facilitators in providing education. According to Papert (1996), young 

people’s access to information is more interactive and non-sequential and they learn for the pleasure 
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and benefits of discovery. Due to the endless access to Internet they obtain a wide range of 

information and facts. Therefore, the penetration of ICT cannot be ignored and given the cost, should 

be used to support learning and teaching (Livingston and Londie, 2007). Besides that, Scrimshaw 

(2004) also points out that the implementation of ICT in the classroom is “both an innovation in 

technology and teaching” (p.9). On the other hand, multimedia is a combination features of text, 

graphic, art, sound, animation and video elements with facilities for interaction. Thus, multimedia is a 

powerful presentation tool, which can be effectively used for teaching. Studies showed that if students 

are stimulated with audio, they will have about 20 % retention rate, audio-visual is up to 30 % and in 

interactive multimedia presentation, the retention rate is up to 60% (Vaughan, 1997; p10). Hence, 

multimedia tools can enhance many skills such as, functional communication as a result of enriched 

vocabulary, critical and creative thinking. This article looks at how multimedia based language games 

obtained through several websites or in the form of Compact Discs (CD) had contributed significantly 

in the remarkable enhancement of language development among the Tamil students. Further, this 

article shows empirical evidence the differential achievement rate when compared to the students 

who have not used multimedia games in the learning process.  

Multimedia Language Games 

Online computer games are not only potential for engaging and entertaining the users, but also in 

promoting learning. Simon (1996) has noted how our outlook of learning has been changed from 

being able to recall information to being able to find and use information. Thus, computer can be an 

effective tool for enhancing learning even though the present generation students pass much time by 

playing online games (Turgut, 2009; p761). 

Role play and games are used in language classrooms to let students practice language before they use 

it in the “real world”. Video games are another avenue for “experimentation in a safe ‘virtual 

environment’’ (Kirriemuir, 2002) Learners may be hesitant to participate in language classes because 

of not wanting to make mistakes in front of their peers, but may be more willing to interact with video 

game in order to gain valuable linguistic feedback and practice with language before applying their 

knowledge in the “real world”. As online games and CDs are highly interactive, they are able to give 

valuable linguistic feedback. For example, (moZhiviLaiyaaTTukaL-Senthamizh), Wordsmith and 

Oarsman (2003). 

In some games, the players must vocally interact with the characters of the games via a microphone 

and use correct vocabulary, pronunciation or grammar as well as speak appropriately which can suit 

in the game’s context. If the player’s utterance is incorrect, these games will prompt the player to alter 

his/her pronunciation. This gives the player many opportunities to improve his/her speaking ability 

and pronunciation through implicit feedback.  

Methodology 

The study is being conducted in 10 Tamil schools in Klang Valley, Peninsular Malaysia. Ten students 

from Year Five, from each Tamil school will be taken as the subjects of the study (n= 100). Five 

students from each Tamil school will be exposed to traditional teaching while another five students 

will be exposed to multimedia based teaching strategies. Both the groups will be exposed to the 

identified teaching methodology for three months. The teachers will be trained in such a way that they 

can appropriately teach the experimental classes according to the objectives of the present research.  

Framework 
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The study will look at how multimedia in the form of games is incorporated in teaching and learning 

of Tamil. The games can be accessed through the internet or played through CD. The differences in 

the students’ performance between the two groups will be observed in the use of vocabulary, ability to 

write essay and confidence in pronunciation. The result will be given by way of comparing the 

performance of both groups. 

Control Group 

(traditional setting) 

N=50 

Aspects 

Experimental Group 

(multimedia setting) 

N=50 

Board + Chalk Games through CD 

Teacher centered Student centered 

Formal, passive leaner Informal, active learner 

Monotonous 

� Pronunciation � 

� Vocabulary � 

� Essay � 
Interactive 

Conclusion 

Since multimedia is basically a medium of entertainment, it is a misnomer to think that this media is 

doing more harm to the students rather than contributing in their studies. In fact, this research has 

given a clear indication that the students who are exposed to teaching through multimedia based 

methodology could excel in many ways while engaged in language discourse. Apart from this, the 

research has also shown that the exposure to multimedia based games could make the students excel 

in all the basic language skills. 
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Abstract: Technology ought to be harnessed to enhance a lesson rather than be essential 

for teaching. It can assist students, especially those learning Tamil as a second language, 

to realize the beauty and joy of speaking the language. The media and IT based unique 

technological devices that have been used for second language teaching and learning 

proved as potential and effective tools (Rafael Salaberry M., 2001 & Zongyi Deng et al., 

1999). This paper highlights the IT and pedagogical based research initiatives carried on at 

the National Institute of Education (NIE) on Teaching and Learning of Tamil Language in 

Singapore. 

National Institute of Education and its Parent organization Ministry of Education in 

Singapore are enhancing and harnessing new ways of using IT to improve the quality of 

Education in Singapore. The convergence of interest shown by researchers in 

implementing new methods of teaching Tamil using IT has been welcomed by 

educationists here.  

By adapting and encompassing IT resources and software, the National Institute of 

Education is constantly improving the quality of IT teaching in Tamil. IT has been used 

widely in Teaching Pedagogical, Literature Modules and in a module on the Use of 

Language in Singapore. For example, Web quest, Video conferencing, Multimodal 

resources creation, Learner based curriculum production, Group investigation, Digital 

Story telling and Corpus data bank is in use. By looking at some of the good practices 

developed in the field of this technology, the institute is creating new materials which will 

help students learn Tamil in a fun and interesting manner. 

NIE also focuses in the design and development of new methods through research and 

monitors the problems that arise. By conducting pre and inservice courses for Tamil 

teachers, the feedback from their set of practices also help to set a new strategic position 

for improvement in the system of teaching which will help in the progress of the Tamil 

Language worldwide.  

Since IT has boomed into many aspects of our lives and education, it is necessary that it 

covers the vast areas of our teaching in Tamil as well. Thus all this research initiatives and 

journals will help us in keeping Tamil abreast with IT. 

Introduction 

It is no doubt that technology is a communication tool in our lives today. What is amazingly most 

amazing is that this type of technology is not only modernized but also provides us with information 

that we do not know, and hence, benefits us. Amongst the communication tools created by Man, IT 

related tools rightly accomplish the network goals such as announcing, knowledge feeding and inner 
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happiness. In countries like Singapore, not only is the dominance of technology significant but also the 

impact. In Singapore’s education system, IT has been playing an important role in various levels. 

Definitely, Tamil language is no exception. 

In Singapore, students take English language as their first language and take Mandarin, Malay or 

Tamil as their second language. How is this technology used in Tamil then? 

After the stage of memorization and teaching through class representative or leader, blackboard and 

chalk pieces came about. After which, teaching tools; such as keyboard, computer, smart board, and 

Tablet PC that consist of computer and mobile phone provide students with the language benefits in 

class. Tamil letters, Tamil songs, Tamil vegetables, Grandmother stories, are all being sold in the form 

of CDs/DVDs even in today’s commercialized level, and all these have; Tamil’s nuances, the beauty of 

pronouncing in Tamil, vocabulary building in Tamil, India’s nature as well as the beautiful Tamil 

spoken by qualified hosts in their native language that provides a feast for students who hear and 

view them. Here, the beauty of the language and the benefits of its nativity are displayed in a manner 

that students can know about. In this stage, we shall see how information technology is used in 

teaching and learning, at National Institute of Education that trains teachers, who teach Tamil. 

Tamil Language Division at the National Institute of Education 

NIE, the only training college that provides training for teachers’ of Ministry of Education, has 13 

academic groups in which Asian Languages and Cultures is one such division. Here, there are 

Mandarin, Malay and Tamil divisions that teach the respective languages. In the Tamil section, there 

is a two year training programme for Tamil teachers, who are under the Diploma in Education classes, 

and also a ten-month post-graduate Degree in Education is being conducted for them. Other than 

these, there are Foundation Programmes for students, who excel in their Mother Tongue, teachers 

taking four years training also have special training curriculum for the first two years. This is where 

students will spend their two years in in-depth knowledge enhancement and in the next two years, 

they will join the students in the Tamil section taking Diploma in Education.  

Under the program that encourages a specific percentage of teachers of the Ministry of Education to 

study Masters, teachers join in the evening classes and even attend classes during their holidays. 

Masters and PhD classes are also being conducted. To further enhance the talent of current teachers in 

pedagogy, trainings are also conducted in between work. We shall now view the significance played 

by IT in all these programmes.  

Pre-service courses and Information Technology 

Student teachers who study for two years have their content-filled lessons saved in the computer and 

used during curriculum. Also, computer related fundamental training, lesson related internet 

searches, those festivals celebrated there, are recorded and saved, and all these are used during 

discussions in classes. Speeches by both foreign and local speakers, as well as Literature, education 

and culture related presentations that are available in the market are used as additional lesson 

materials.  

Through the means of computer, students are able to produce their studies related assignments. A 

good example would be creation of their own websites. Student teachers under the Tamil section, 

learn their content-based subjects such as Literature and Language, in a manner to also receive related 

explanations. The lecturers also use computer and IT in order to help the student teachers to enhance 
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their talents as a teacher. Tamil Language, Civics and Moral Education, and Tamil literature- the 

related teaching and learning of subjects allow Tamil to be known, understood and criticized by the 

usage of textbooks along with IT. Here, IT has attained a vital state in teaching and learning. Besides, 

IT is greatly used by teachers to realize how teachers can enhance Tamil in their career, through the 

four stages – listening, speaking, reading and writing. Below are some examples: 

 

*Web quest 

*Multiple Intelligence 

*Multimedia functional 

approach  

*Multimodal approach  

*Action research approach  

*Task based approach  

*Group investigation  

*Digital storytelling  

*Student package for 

students’ self paced learning 

*Learning package to learn 

with teachers’ guidance 

*Assignments produced and 

submitted via computer 

 

In order to capture the students’ attention in the best way, at the start, middle and end of the lesson, 

and to channel their thinking, so as to attract them to the lesson, both old and new movies are 

segmented and compiled into small clips so as to be saved. The use of IT can be seen here too.  

Currently, NIE’s blackboard that is a computer tool, allows students to download their lectures along 

with; blogging, podcasting, webbing and chatting. The week before the student teachers start to teach, 

other than students discussing lesson related issues, the Safe Assignment method in use, also helps to 

keep track of the commitment of the students, and how they will produce and submit their 

assignments according to the guidelines provided. However, the worrying issue here is that Tamil 

does not have Safe Assignment method. When comparing Tamil with other Mother Tongue 

Languages in Singapore, for international human language, there are facilities; such as OCR and voice 

recognizer. It is needless to say for Malay language as their font provides them with a great 

opportunity. For Tamil, it has the newly provided and introduced Unicode font, Murasu Anjal 

Version that is now either showing numerous new faces or dimensions. Amongst the few is that in 

Singapore, either each individual or each department used to have one computer input system. 

However, it has now changed to everyone using T99 keyboard and Unicode fonts to type. It allows to 

be used in various ways; previously used insertion of typed documents to be viewed through Unicode 

fonts, downloading of data in Tamil from the internet, and to know the impact of Tamil. It also has a 

dictionary feature that allows one to find the meaning of Tamil words in either Tamil or English. So 

far, in this small island, Tamil teachers who have been separated in various ways in Tamil typing will 

now have the Tamil society using one computer language to converse and to socialize. Moreover, the 

newly standardized software will allow students to use Tamil conveniently. This invention that came 

about after three years of hard work is now used for training in NIE. 

For students to excel in their second language, it is essential that they build their vocabulary list and 

use language in the motive of using it. In that way, software containing vocabulary games can be 

created and demonstrated in a manner that is suitable for students. This software can be also used to 

enhance students’ enjoyment in listening to spoken Tamil. The students can listen at home to an 

edited passage that is recorded in spoken Tamil and make use of known and unknown words from 

that passage to replace the words they use every day in their speech, composition, and other 

assignments. They can also use it for writing for various levels of daily life, by sharing it with many 
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through the computer; and presenting Tamil assignments through computer. Receiving assessment by 

recording views on a particular occasion, through podcasting, use and view numerous creations 

through YouTube, accessing them, thinking of how they can be partly or fully be used, how to create 

one that is better off, which all shows computer’s use. 

At NIE, under the method of resource development, students and teachers produce many new 

creations that are in effect by working in conjunction with schools. Here, we can see this occurring in 

the background of Singapore kids, for them. At the same time, this is of much help for students living 

in countries like Singapore that is multi-racial, multi-cultural and multi-language. This is due to us 

having known more of others rather than ourselves, in many instances. That is not wrong. However, it 

is greatly wrong of us not knowing ourselves. That too, in a country like Singapore, when children 

think that their previous generation has prepared everything for them and has laid the path for them 

too, and when they grow into teenagers, if the facilities they require are not there, then the fault is 

ours. Hence, in order for us not to face a similar state, it is true that IT does help.  

Lee K Y (2004) states that “English was necessary, given Singapore’s multiracial makeup and given 

the access it provided to international trade and technical know-how. The mother tongues on the 

other hand, anchored Singaporeans in their Asian roots and values” (Laurel Teo, 2004: 1). This is the 

emphasis, our Tamil teachers would like to stress among the students. At the same time, the students 

who are the netizens of 21st century compare their Tamil class with their English class and the same 

goes to the teaching materials. Although English has many innovative IT resources, it is time to build 

in Tamil too with the limited financial, manpower and professional support.  

Based on this, currently our trainees are producing the resource bank and add on with the existing 

resources. When using IT, it is vital to know which, is effective in it. Instead of transferring a word 

document into PowerPoint and make it as a powerless point, teachers can use it with pure effective 

engagement. Here, the September 11th World Trade Centre Crash is a good example for using media 

/ IT to its highest stage. That particular strength is compatible for TV and computer than the 

newspaper or radio (Mahizhnan Arun, 2002). Hence using it in an innovative and influencing way is 

very impactful and useful.  

In second language learning, corpus data plays a critical role. Recording the native, first and second 

language learners’ voices or conversations and use it to teach or give it to the student as a homework 

and listen to it at home, will provide tangible benefits.  

For building up the vocabulary, to understand the culture, identity and grammar, digital story telling 

is a suitable form of teaching materials. This has multimodes for the senses of the learner and to 

capture his attention towards it. Bringing the cultural artifacts, discuss about it and use to build their 

digital story telling, the Dip Ed II trainees are currently involved in it. It is because; teachers have to 

capitalize the digital tools to capture themselves and their students’ prior and current knowledge to 

develop themselves as global elites. 

Due to video conferencing, teaching of lessons in the class has changed; lessons are now in a manner 

whereby individuals can sit at a preferred corner and study. At NIE, two lessons were conducted in 

this method, in a manner of studying during a lesson, where the lecturer sat in one corner as the 

student teachers sat at their homes. Later, changing from the usual accessing method, alternative 

assessment is adopted or is in a producing manner, where educational tour related assessment tools 
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are in the process of being created. These are all some of the examples. The explanations of photos 

related to these will take place after photo shoot.  

In times of nationwide health threats such as SARS and H1N1, students can learn from home, through 

the means of IT. This method also took place in Tamil, along with the school education system, several 

computer companies provide students with education tools that allow them to learn Tamil through 

the computer. For this, money is deducted from students’ Edusave for education to take place. 

Conclusion 

Tremendous amount of literature (Gopinathan S., 1999; MOE, 2005; Seetha Lakshmi et al., 2005; Klein, 

R.R. Rogers, P.C. and Zhang Yong 2006.) has argued for the pivotal role of IT in second language 

education. As Gopinathan S and Saravanan V., pointed out, Globalisation has changed the economic 

activity forms and provided new opportunities. Especially countries like India showcased its IT 

talents and created new wave in the job market and in the other domains with their talents in 

biotechnology, banking and biomedical (2000). This goes true with the Tamil trainee teachers who are 

IT savvy. With their bilingual talents, I have used them to create digital story telling which are very 

essential for the learning of Mother Tongue in a multicultural and multilingual society. These trainees 

will be using their language and IT based talents to make the school students adapted to the language 

learning. Ministry of Education has invested heavily in Information Technology through its Three 

Master Plans for ICT in Education (1997-2002, 2003-2008, and 2009-2014) and we could witness the 

impact of it even among the Primary one students. Schools provided the IT support to the students 

with blogs and face book facilities and it is true that these kids are conversing through IT than 

anything else.  

Due to the above stated various reasons or initiatives; from those who now study pre-school till to 

those studying Masters, and PhD, they have received many contacts by themselves in Singapore – 

blog, website, YouTube picture and face book. At the same time, there is no day that the heart yearns 

to know when will the day come, when there will be a way to install Tamil into our mobile phones 

and use it carefree.  

These are a few, and it is important to understand that creating and using IT will not produce a better 

second language learner unless the teacher has the passion, background knowledge of IT and the 

customers i.e. students. No matter what happens, though it is acceptable for one student to use either 

one computer or one machine in their individual life, when it comes to a class, one machine is used by 

many, who jointly speak, work and use it to learn knowledge, discussion and engagement that has to 

do with enhancing education, human progress, social understanding, and multi-understanding. It can 

be said that positive interdependence based lifestyle is strengthened.  
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The focus of this paper will examine how a small project run in collaboration with a mainstream 

school achieved much more than it set out to and has used the successes achieved to review the work 

of their organisation.  

Supplementary schools in the UK provide a vital service to the communities they serve, not least in 

the development of community languages but more important is the opportunity for young people to 

learn about their own cultural identity and speak in their mother tongue in a safe and stimulating 

environment. 

Many supplementary schools are weekend community schools, run by community members 

representing their particular cultural / ethnic group. These schools have been set up with the aim of 

supporting members of that group who reside in the local community, through providing cultural and 

educational programmes for its members. 

A more recent development within some supplementary schools is the link being made with 

mainstream government funded schools that all follow the National Curriculum (NC). In particular 

the syllabus for NC Language teaching that gives recognition to the importance of community 

languages alongside the traditional modern languages of French, German and Spanish. 

There are more than 50 Tamil teaching supplementary schools in the UK. 

One such supplementary school in South London in the United Kingdom,  

The Tamil Academy of Language & Arts has made such links providing the opportunity to work in 

partnership with mainstream schools in the area. 

The emphasis of partnership is important here as the opportunity to share language teaching 

alongside cultural activities has not only been well received by the Tamil community but also 

members of the wider community linked to the school.  

The collaborative project with mainstream schools (Primary Key Stage 2) has been so successful that it 

is now part of the school’s annual programme for language development and more recently achieved 

outstanding recognition through the achievement of a European award for language teaching. 

The project approach combines language teaching with South Indian Classical dancing lessons and is 

described by the Local Education Advisor as - an inspirational project for other teachers of community 

languages, a brilliant example of a cross-curricular approach and infusion of language learning with 

creativity embedded it in a rich context.  
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The template for this project outlines how the language sessions will work in tandem with the dance 

classes and is a unique feature of the work we continue to develop in partnership with the school 

building on best practice. 

The unit of work is clearly structured and is spread out over 10 weeks of teaching. All activities are 

carefully sequenced and sufficient detail for the activities are given within the teaching sequence.  

The assessment criteria are given to pupils to encourage self and peer-assessment and to help them 

develop independence. 

Progression through the weeks is achieved by linking core activities to previous learning. All the work 

culminates in a final presentation and the production of the portfolios.  

Evaluation of the approaches used has led to an increased confidence in the use of the target language 

and greater consideration given to the linguistic objectives for classroom interaction. 

None of these achievements could have been progressed without the collaborative approach in 

working in partnership with mainstream colleagues and the support we have received from the Local 

Education Authority. The vital resource of ICT and the Academy’s strong focus on the promotion of 

the vitally important cultural and linguistic aspects of what we do has enabled us to sustain and 

strengthen our work over time, to become much more innovative in our approach to language 

teaching.  

What are our overarching aims? 

The voluntary aided Tamil Academy of language Arts, aims to meet the needs of children of Tamil 

heritage and their parents in the Borough of Lewisham, South London.U.K. 

We achieve these aims by providing a range of educational activities and opportunities in a safe and 

welcoming environment. We measure the impact of our service by monitoring the numbers of 

students attending and through our quality assurance procedures. 

In the interest of social cohesion we wish to develop our outreach work to promote better 

understanding of the Tamil community in Lewisham. UK. 

What we have developed 

We have built strong links with local schools and continue to develop the partnership and strive to 

ensure that our work supports the wider community. 

Over many years we have worked hard to build a strong base within the community to support 

children and their families in being able to access and benefit fully from the education system in the 

U.K. 

A philosophy rooted in the promotion of equity and social justice in the interest of social cohesion is at 

the heart of what we do.  

The Academy provides a wide range of activities including ICT, language and cultural development 

activities but more important a safe and secure environment in which young people can develop their 

language and engage with cultural activities that they would not normally have the opportunity to be 

exposed to. 
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The Academy achieved ‘European Award for Languages’ in 2007 and shines as the beacon school for 

Supplementary Education. Our partnership is with main stream education through our work with 

Downers School in South London. U.K. 

The outcome of our successful partnership with mainstream education is the publication of a Tamil 

Teaching Guide in the UK. (Curriculum guide for the Tamil Language) 2003 and is designed to meet 

the requirements of the National Curriculum. The TALA context recognises the equal status of 

languages and this Tamil Language Framework will provide support for the under-resourced group 

of Tamil Language teaching contexts. 

The guide highlights good practice in language teaching in particular the need to encourage the use of 

stories, visual aids and other text in the target language. 

The core concern of the guide is to ensure the recognition of students' achievements as well as give a 

practical advice in delivering the teaching of the Tamil Language in U.K. schools.  

Collaborating with a mainstream school has meant that staff at the Academy have been able to engage 

in professional development and as a result understand and engage with initiatives introduced by the 

government. This has provided an excellent opportunity to implement the policy for Every Child 

Matters to ensure that it underpins all of work. 

The work that we do at the Academy is designed to meet the 5 outcomes of the Every Child Matters 

(ECM) agenda.  

1. Being healthy  

2. Staying safe  

3. Enjoying and achieving  

4. Making a positive contribution  

5. Economic well-being  

Our curriculum at the Academy now reflects these elements and we have designed activities, some IT 

based to ensure that our students understand their importance. 

This was not a planned outcome of our work with mainstream schools but one which we feel has 

forced us to rethink the way in which we are teaching languages and the all important cultural aspects 

of what it means to be a Tamil by looking more deeply at the purpose of and need to learn the Tamil 

language. 

These developments could have been achieved without the use of ICT which not only plays a vital 

role in the teaching and learning of languages but provides a more effective mode of communication 

with our partners.  

Community languages such as Tamil have benefitted from the ICT in the following ways: 

• We have been able to share resources with our partner; 

• highlight links to the net providing opportunities to communicate across the World Wide 

Web. 

• Using IWB-Interactive white board in teaching the Tamil language. Children use IWB in their 

normal lesson in the mainstream school. Create activities and games using ICT. Most of the 

children have access to computer and WEB. All teaching resources are created using ICT 



 

98 

Our students are familiar with technology as a learning tool in other subjects as well as languages and 

use ICT on a daily basis. 

Students at the Academy and our partner school are able to access resources that we continue to 

construct and develop. These are designed to ensure that maximum benefit is derived not only in 

developing language skills but also a wide repertoire of IT and communication skills that will equip 

our students for the world of work. 

Currently we use the following IWB- Interactive Whiteboard: 

Email and blogging are encouraged using the target language and a bank of visual aids is designed to 

encourage participation by younger members of the Academy. 

Finally we will focus over the next year on the outcomes of the National Language Strategy. By 2010 it 

is expected that the opportunity to learn another language will be provided in all primary schools. It is 

up to the school what language(s) to offer. Some schools are already offering Community Languages.  

We are also keen to work towards supporting our students in achieving the ASSET Languages 

qualification (http://www.assetlanguages.org.uk) and look forward to developing this sin 

partnership with schools. 

Cambridge - Asset Languages is a voluntary assessment scheme. This support the National Languages 

Strategy by providing recognition of achievement. (OCR-Oxford, Cambridge and RSA Examination 

board) and associated accreditation options against DCFS criteria.  

Conclusion 

The work in partnership with a mainstream school has provided an exciting challenge for the 

academy and stimulated our thinking about the way in which language is learnt and the vital role it 

plays in cultural identity. 

We look forward to further developments in the future and welcome the sharing of ideas and best 

practice in the interest of promoting the Tamil language and arts. 
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Introduction 

The process of learning Tamil as a second language has been as complex as the language itself. With 

the advent of new technological resources that augment the process of learning a second language, it 

becomes more of a challenge as to how one would make use of technology for language learning in a 

very prudent manner, so one can make sure that technologically advanced lessons are pedagogically 

sound in all manner. The term ‘multimedia’ has been a buzz word in the second language pedagogy 

ever since technology was incorporated into second-language curriculum. What are all the media that 

constitute multimedia? Obviously, audio and video constitute the two primary media, but they have 

been part of language learning process ever since the analog tapes of both audio and video were 

invented. Presumably, the web technology gave a fresh new dimension to how these two media can 

be used for the purposes of language learning. Besides, there are also other methods of learning using 

web media including the use of web forms, chat rooms, message boards etc., which should also be 

considered to be part of ‘multimedia’. This paper attempts to study such web enhanced media that are 

popular in language learning curriculum and discuss how each of such media are pedagogically 

sound, particularly in the context of Tamil learning. Suitable illustrations are made from the website 

“Tamil Language in Context” accessible at: http://www.thetamillanguage.com/ or 

http://www.southasia.upenn.edu/tamil/. 

Synchronized media and Diglossia 

As part of the language learning task, a learner prefers to have access to multiple media namely audio, 

video, glosses, grammar notes and cultural notes in a user-friendly environment. Keeping this in 

mind, Tamil lessons are provided in this site for the learner to learn the language in a graded fashion 

from simple to complex form of the language. Tamil being a diglossic language, any Tamil learner is 

obligated to learn multiple registers of the language along side of the distinctions based on formal 

literary variety and informal spoken variety; standard spoken form versus dialect forms and so on. 

Further, learning and using any diglossic language entails understanding of both culture as well as 

speech contexts on the part of the learner. Schiffman (1978:100), for instance, claims with suitable 

illustrations that learning a diglossic language presupposes a competence on the part of a speaker to 

evaluate each situation and come up with socially appropriate linguistic forms. The screenshot 

provided as below (fig. 1) illustrates how this is achieved by presenting the lessons in such a manner 

that the student uses the same page to get access to various dimensions of the language using a 

number of media namely audio, video, glosses, ability to switch between spoken and written form of 

the script, and access to corresponding grammar and cultural notes. Particularly, use of videos shot 

with conversations of native speakers in real contexts capture not only cultural information, but also 

socially appropriate linguistic forms. Another advantage of using videos for learning any language is 

that it allows learners to get to know both linguistic as well as non-linguistic information like body 

language, which plays an important role in using the language in an authentic manner.  
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Any curious language learner can come up with a variety of questions during the process of their 

learning of a language and such questions may range from grammatical explanations, phonetic 

information, glosses for vocabularies, pronunciation issues and so on. In the case of Tamil, though, the 

type of questions tend to be more due to its supplemental complexities in terms of its diglossic nature 

based on informal versus formal distinctions, agglutinative nature of word formation and so on. 

Keeping these complexities in mind, the lessons in this site are prepared in such a way that answers 

for such questions are presented to the learner in a user-friendly manner. The mouse-over gloss allows 

the learner to place the mouse in any word of their choice and get the meaning of the word while 

reading dialogues. This process, which is called “incidental vocabulary learning” by Hulstijin et al 

(1996), allows the learner to build their vocabulary during the process of their listening and reading 

activity. This is as opposed to memorizing vocabularies in isolation, which does not give the learner 

an opportunity to correlate the use of vocabularies in contexts. Further, glosses are supplemented with 

suitable links to let students get the translations of dialogues along side of each line, if they prefer. 

Navigation bar in the QuickTime video window allows students to listen/watch any piece of the 

dialogue multiple number of times at their own convenience. Grammar and cultural lessons that 

correspond to each dialogue in the lessons allow them to browse the respective information 

synchronously while listening to any particular dialogue. Especially, this ability allows students to 

pace their learning on different stages so they can learn the lessons with or without such pedagogical 

aids on a gradual fashion.  

 Fig. 1. Synchronized media 

This site offers a total of thirty six lessons for first year and another thirty six lessons for second year, 

and every lesson is built in a synchronized fashion with video, audio, glosses and so on as discussed 

above.  

Preparation of Grammar and Culture Lessons for Diaspora students 

Grammar and cultural lessons are presented in a graded fashion so a progress in learning can be 

monitored suitably with reincorporation of both vocabulary and grammatical information. 

Subsequently, each of these lessons is followed by suitable comprehension exercises that are designed 
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to test student’s skill that is acquired from each lesson. Each video lesson comprises of a dialogue, 

depicting a authentic speech situation, like conversations in a store, conversing with auto drivers, 

asking for directions etc. Grammatical information presented in each dialogue would focus on a 

particular topic in grammar, and a piece of cultural information is included along with it based on the 

nature of conversation. A detailed explanation on cultural information is included with illustrations 

on the same page, so it gives an opportunity for students to watch the video paying special attention 

to such information, either grammar or culture.  

Thus, imparting both cultural and grammatical information is necessary in language classrooms in 

general and Tamil language class rooms in particular for the reason that Tamil classrooms in any 

diaspora setup are always mixed with both true learners as well as heritage learners with different 

proficiency levels. In an earlier paper (Renganathan 2008) I discussed how the proficiency levels of 

students who take Tamil classes in the US context are always heterogeneous in nature and how 

defining a single profile encompassing all of the students in any particular level is impractical. Unlike 

in the countries like Singapore and Malaysia, exposure to Tamil language for heritage learners in the 

US is limited only to their homes where their parents are the only source for Tamil speech context. 

Also, in a multi-ethnic country like England and US, many families have parents whose mother 

tongues are different – with Tamil and Hindi, Tamil and English, Tamil and Kannada and so on. In 

those cases, the students who come from such families are left with even less exposure to contexts for 

Tamil speech situations. Often, despite their heritage background, their understanding of Tamil is like 

any true learner, who do not have any background knowledge whatsoever related to both culture and 

grammar of Tamil. In this sense, making any technologically-enhanced language lessons should not 

only be self-explanatory in all respects, and they should also be able to cater the needs of all students 

whose proficiency level falls in various degrees. Often, Tamil lessons developed, keeping in mind the 

learners of Tamil classes in Tamil Nadu, fail to address the needs of diaspora students adequately. In 

any diaspora context, introducing vocabularies, grammar and cultural information should be done in 

a gradual fashion from simple to complex forms with a step-by-step instruction on how to 

comprehend and use them in actual context. This is otherwise called a bottom-up learning, as opposed 

to top-down learning where lessons are made with a random choice of vocabularies and grammar, 

and make the students decipher them gradually.  

Use of the Tamil Website in Smart classrooms 

Smart classrooms are equipped not only with playing audio and video files, they also have enough 

resources to connect the class room computers to networked labs, which allow the faculty to 

incorporate lab resources in their instruction. In this sense, the classrooms that are used for language 

teaching purposes at the University of Pennsylvania are furnished with enough technology including 

big-screen projectors connected to computers, DVD players, audio players, besides the university 

wide local network. All of the resources provided in the Tamil website are made use of effectively in 

this type of classrooms, and in this respect, an ideal environment for multimedia-enhanced teaching 

can be achieved. This is as opposed to traditional classroom teaching where students and teachers are 

left with very limited resources for learning and teaching respectively. Story board, text as well as 

audio message boards, synchronous chat environments etc., are some of the technological advances 

that enable language learning a more convenient process than before. Particularly, these resources can 

be best implemented only in the context of smart classrooms.  
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Research has shown that CMC motivates learners to engage themselves in meaningful communication 

in the target language and leads to effective language learning (Brown, 1994; Hanson-Smith, 2001; 

Meskill & Ranglova, 2000). CMC can be synchronous or asynchronous; it can be text-based (email, 

online discussion forums, chat rooms and so on) or voice-based (voicemail, audio-enabled chat rooms 

and message boards). One of the advantages of smart classrooms is that audio-enabled Wimba board 

(http://www.wimba.com/) conversations can be played-back in classrooms and can thus be 

integrated with language lessons. In this respect, CMC and class room teaching can be integrated 

successfully. Typing in Tamil has been a problem among students as they are not used to any of the 

typing methods as well installation of appropriate software in their computers. In this respect, the 

Transliteration based Tamil typing that is implemented with Unicode characters and Javascript 

application in the Tamil website enables students to type conveniently in Tamil in order to participate 

with other students in CMC environments both synchronously and asynchronously. Thus, both voice 

and Tamil text chat can be integrated successfully for Tamil. 

Thus, any technology-enhanced language lessons must be developed in such a manner that various 

media are synchronized to provide a pedagogically sound environment. In this respect, the Tamil 

website at the University of Pennsylvania makes use of audio, video, glosses, comprehension 

exercises, transliteration application and a host of other pedagogically relevant methods in order to 

bring forth a synchronized media for Tamil language learning. 
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எதி᾽கால இைணயᾷதி᾿ தமி῁ ᾝனிேகாᾌஎதி᾽கால இைணயᾷதி᾿ தமி῁ ᾝனிேகாᾌஎதி᾽கால இைணயᾷதி᾿ தமி῁ ᾝனிேகாᾌஎதி᾽கால இைணயᾷதி᾿ தமி῁ ᾝனிேகாᾌ 

வள᾽தமி῁ ஆᾼவி᾿ தரᾫᾷதளᾱகᾦΆவள᾽தமி῁ ஆᾼவி᾿ தரᾫᾷதளᾱகᾦΆவள᾽தமி῁ ஆᾼவி᾿ தரᾫᾷதளᾱகᾦΆவள᾽தமி῁ ஆᾼவி᾿ தரᾫᾷதளᾱகᾦΆ, திர᾵ᾊகᾦΆதிர᾵ᾊகᾦΆதிர᾵ᾊகᾦΆதிர᾵ᾊகᾦΆ 

ᾙைனவ᾽ நா. கேணசᾹ 

῅ᾝῄடᾹ, அெமாிᾰகா 

 

கணினிகணினிகணினிகணினி வைலயி᾿வைலயி᾿வைலயி᾿வைலயி᾿ தமி῁தமி῁தமி῁தமி῁ 
இᾸதிய ெமாழிகளிேலேய ᾙதᾹᾙத᾿ கΆᾺᾝ᾵டாிᾤΆ, பிᾹன᾽ இைணயᾷதிᾤΆ ஏறிய ெமாழி தமி῁. 
தமி῁ எᾨᾷதிᾹ எளிைம மιற இᾸதிய எᾨᾷᾐᾰகைள ஒᾺபி᾵டா᾿ விளᾱᾁΆ. ஏைன இᾸதிய எᾨᾷᾐᾺ 
ேபாலᾹறி, விராமᾺ ᾗ῀ளி தமிழி᾿ ᾂ᾵ெடᾨᾷᾐᾰகைள உைடᾷெதறிகிறᾐ. அᾲᾆ, த᾵டᾲᾆ, கணியᾲᾆ, 
இைணயᾰ ᾁᾨᾰக῀, … தமிᾨᾰேக ᾙத᾿-வரவான இைவ ᾗ῀ளியிᾹ நᾹெகாைட! கணிᾺெபாறிகளி᾿ 
தமி῁ எᾨᾷᾐᾰக῀ 1980-களிᾹ ஆரΆபᾷதிேல ெதாிᾸதன. அᾺேபாᾐ ஆᾺபி῀, ைமᾰேராசாᾺ᾵ 
கணினிகளி᾿ பல எᾨᾷᾐᾞᾰகᾦΆ, எᾨதிகᾦΆ (editors), ஆ᾽வல᾽க῀ ேதாᾹறைவᾷதன᾽. ஜா᾽ᾳ 
ஹா᾽᾵ (ெப᾽ᾰகிᾢ), ஆதமி (ேக. சீனிவாசᾹ), மயிைல (க᾿யாᾶ), நளினΆ (ெச᾿ைலயா), கΆபᾹ 

(வாᾆேதவᾹ), அணᾱᾁ (ᾁᾺᾗசாமி), ᾐைணவᾹ (ரவி), அᾴச᾿ (ᾙᾷெதழிலᾹ) … ேபாᾹற எᾨᾐᾞ, 
ெசயᾢகைளᾰ ᾁறிᾺபிடலாΆ. இைவ யாᾫΆ இலவசமாகᾺ பயன᾽கᾦᾰᾁᾰ கி᾵ᾊயதா᾿ பலᾺபலᾞΆ 
தᾷதΆ கணினிகளி᾿ ெபாᾞᾷதிᾷ தமிைழᾺ பா᾽ᾷதன᾽. இᾞᾺபிᾔΆ, ஒῂெவாᾹᾠΆ த᾵ெடᾨதᾷ 
தனியான எᾨதிகᾦΆ ெசயᾢகᾦΆ ேவᾶᾊயிᾞᾸதன. வᾊவான எᾨᾷᾐᾞᾰக῀ ேவᾶᾊᾷ தமி῁நா᾵ᾊ᾿ 
பᾷதிாிைக நிᾠவனᾱக῀ தனிᾷதனி எᾨᾐᾞவாக வᾊᾷᾐᾰ ெகாᾶடன᾽. பᾷதிாிைக, ᾗᾷதகᾺ 
பதிᾺபகᾱகளி᾿ கணிஅᾲசிட᾿ ேவᾟᾹறியᾐ. ᾙதᾹᾙதலாக தினமல᾽ பᾷதிாிைக ᾙᾨைமᾜΆ 
கணிஅᾲசி᾿ இயᾱகᾷ ெதாடᾱகியᾐ. பிᾹன᾽ கணினிகளா᾿ பᾊᾺபᾊயாக ஈயஅᾲᾆᾰ ேகா᾽Ὰபேத 
ஒழிᾸᾐ இᾹைறய நிைலᾰᾁ உய᾽Ᾰதᾐ.  

இைணயΆ உதயமாகி ேவகமாக வளரᾷ ெதாடᾱகியᾐ 1994 ᾙத᾿ எᾹᾠ ெசா᾿லலாΆ. அதιᾁᾙᾹ 

அெமாிᾰகாவிᾹ ெபாிய ப᾿கைலᾰ கழகᾱகளிᾤΆ, ஆᾼᾫᾰ ᾂடᾱகளிᾤΆ ம᾵ᾌேம இைணயΆ 
ᾗழᾱகியᾐ. இᾸதியாவி᾿ இைணயΆ 1990-களிᾹ மᾷதியி᾿ பரவ ஆரΆபிᾷதᾐ. இைணயᾷதிᾹ 

வᾞைகயா᾿ தமி῁ᾰ கணிைம ᾗதிய விைச ெபιறᾐ, ைவய விாிᾫ வைலᾺபᾰகᾱக῀ பிறᾸதன. 

மிᾹனᾴச᾿, அர᾵ைட, ᾁᾨமᾱக῀, … என விாிᾸதᾐ. தமி῁.ெந᾵ ᾁᾨைவᾺ பாலாபி῀ைள ெதாடᾱகி 
நடᾷதினா᾽. 8-பி᾵ ᾁறிᾛᾌ ஆகிய திῄகி உᾞவாகி யாᾂ ᾁᾨᾰக῀ ெதாடᾱகᾺப᾵டன. 

ெதாᾹᾕᾠகளிᾹ கைடசியி᾿ இᾞᾸᾐ ஆறாΆதிைண, இᾹதாΆ, திᾶைண, அΆபலΆ, திைசக῀, … ஆதி 
மிᾹனித῁க῀ ᾁறிᾺபிடᾷதᾰகன. பிᾹ வணிக இத῁க῀ - ᾁᾙதΆ, விகடᾹ, … - இைணயᾷதி᾿ வலΆவரᾷ 
ெதாடᾱகின. விைசᾺபலைகக῀, எᾨᾷᾐᾰ ᾁறிᾛᾌக῀ பலவாகிᾰ ᾁழᾺபᾱகᾦΆ மிᾁதியாக இᾞᾸத 
ᾇழ᾿ எᾹᾠΆ ᾁறிᾺபி᾵டாக ேவᾶᾌΆ.  

இைணயஇைணயஇைணயஇைணய மாநாᾌகᾦΆமாநாᾌகᾦΆமாநாᾌகᾦΆமாநாᾌகᾦΆ, ப᾿கைலப᾿கைலப᾿கைலப᾿கைல தரᾫᾷதளதரᾫᾷதளதரᾫᾷதளதரᾫᾷதளᾱகᾦΆᾱகᾦΆᾱகᾦΆᾱகᾦΆ 
சிᾱகᾺᾘாி᾿ நா. ேகாவிᾸதசாமி ேபாᾹேறா᾽ ஒᾞᾱகிைணᾸᾐ 1997-᾿ ᾙத᾿ இைணய மாநாᾌ நடᾷதின᾽. 
பிᾹன᾽ ெசᾹைன மாநா᾵ᾊ᾿ தரᾰக᾵ᾌᾺபாடாக தமி῁99 விைசᾺபலைக, டாᾺ, டாΆ ᾁறிᾛᾌக῀ 
அரசாᾱகΆ அறிவிᾷதᾐ. ரᾪᾸதிரᾹ பா᾿ வᾊᾷத ᾐைணவᾹ விைசᾺபலைக தமி῁99 பலைகயிᾹ 

ᾙᾹமாதிாி ஆᾁΆ. ᾐைணவᾹ விைசᾺபலைக இᾸதிய ெமாழிகᾦᾰᾁ ᾙத᾿ ஒᾢயிய᾿ (phonetic) 
விைசᾺபலைக எᾹபதறியலாΆ. மேலசியா ’நயனΆ’ இதழாள᾽ இராஜᾁமரᾹ இைணயΆ எᾹற 
ெசா᾿ைல 1996-᾿ தᾸதா᾽. ைவய விாிᾫ வைல, உலாவி, பிᾹᾕ᾵ᾌ, ெதாᾌᾺᾗ, ஒᾞᾱᾁறி (இராமகி), 
ம᾵ᾌந᾽ (moderator), ெவ῀ᾦைர (plain text), ெசழிᾜைர (rich text), திர᾵ᾊ, … ேபாᾹற 
கைலᾲெசாιக῀ ᾂᾁ῀ᾁᾨᾰக῀, பதிᾫலகி᾿ பரவிவி᾵டன. 
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ᾙᾁᾸதராᾆ அளிᾷத எ-கலᾺைப, திῄகி, ᾝனிᾰேகாᾌ இரᾶைடᾜΆ உ῀ளடᾰகிய உம᾽தΆபியிᾹ ேதனீ 
எᾨᾐᾞ, ஏேதாெவாᾞ ᾁறியி᾿ இᾞᾺபைத ஒᾞᾱᾁறிᾰᾁ மாιற ᾆரதாவிᾹ ெபாᾱᾁதமி῁ மாιறி, ... 
வைலᾺபதிᾫ எᾨᾐவைத மᾰகᾦᾰᾁ எᾌᾷᾐᾲ ெசᾹறன. இைணயΆ உᾞவாவதᾹ ᾙᾹனேம ேகாப᾽ 
வழᾱகியி᾿ சᾱக, பிιகால இலᾰகியᾱகைளᾷ தᾸத ெகாேலாᾹ ப᾿கைல மா᾿᾵டனிᾹ ᾙயιசி 
ᾙᾹேனாᾊயானᾐ. இைணயᾺ ப᾿கைல, மᾐைர ᾙᾹனியΆ, தமி῁மரᾗ அறᾰக᾵டைள, ஈழ ᾓ᾿கைள 
அழிவி᾿ இᾞᾸᾐ காᾰᾁΆ ᾓலகΆ தி᾵டΆ, எᾶமியᾷ (digital) ேதவாரΆ (ᾗᾐᾲேசாி), அகராதிகᾦᾰᾁ 
சிᾰகாேகா ப᾿கைல ேராஜா ᾙᾷைதயா தளΆ, … தமிழாᾼவி᾿ தினᾙΆ பயᾹபᾌΆ தளᾱக῀. இைணயᾺ 
ப᾿கைல ஒᾞᾱᾁறிᾰᾁ மாறவிᾞᾺபதாக அறிகிேறாΆ. 2003-᾿ ெதாடᾱகிய விᾰகிᾖᾊயா, கைலᾲெசா᾿ 
விᾰசனாி உபேயாகமான தரᾫகைளᾷ ᾐழாᾫேவாᾞᾰᾁ உடᾔᾰᾁடேன அ῀ளிᾷ தᾞகிᾹறன. இைவ 
எ᾿லாᾙΆ ஒᾞᾱᾁறியி᾿ இயᾱᾁவதா᾿ ேதᾊகளி᾿ ᾐழாவ᾿ எளிᾐ, எனேவ சிᾱகᾺᾘ᾽ தᾹ ஒேர 
ᾁறிேயιபாக அதைன அறிவிᾷᾐ῀ளᾐ. 

இᾸதிய ெமாழிஇᾸதிய ெமாழிஇᾸதிய ெமாழிஇᾸதிய ெமாழிகளிᾹ ᾙத᾿ வைலᾷதிர᾵ᾊ களிᾹ ᾙத᾿ வைலᾷதிர᾵ᾊ களிᾹ ᾙத᾿ வைலᾷதிர᾵ᾊ களிᾹ ᾙத᾿ வைலᾷதிர᾵ᾊ ’தமி῁மணΆதமி῁மணΆதமி῁மணΆதமி῁மணΆ’ 
“தமி῁மணᾷதி᾿ எᾹைனᾜΆைவ எᾹேறேன – அவᾹ தனிமனᾷதி᾿ இᾞநிைனவா எᾹறாேன” எᾹᾠ 
காதᾢ ᾂιறாக அᾹேற ெசா᾿ᾢᾺ ேபாᾸதா᾽ ᾗர᾵சிᾰகவிஞ᾽. கணினி ᾙᾹனா᾿ அம᾽Ᾰதா᾿ ஆᾁΆ 
காலᾲ ெசலைவᾺ பா᾽ᾷதா᾿ அᾸதᾷ தீ᾽ᾰகதாிசன வாᾰகிᾹ உᾶைம ᾗலᾺபᾌΆ. 2003 ᾙத᾿ தமி῁ 
வைலᾺᾘᾰக῀ மல᾽Ᾰதன. பதிᾫகᾦᾰகாக நிᾝᾰᾢயῄ நிரைலᾷ தமி῁Ὰபᾌᾷதிய காசி ஆᾠᾙகΆ 
தமி῁மணΆ (http://tamilmanam.net) திர᾵ᾊைய நி᾽மாணிᾷதா᾽. வைலᾷதிர᾵ᾊக῀ மாιᾠ ஊடகமாக 
இைணயᾷைத நிைலநிᾠᾷதின. சிιறித῁கᾦᾰᾁΆ, தனி வைலᾺ பதிவ᾽கᾦᾰᾁΆ தனி வாசக᾽ 
வ᾵டᾷைதᾷ திர᾵ᾊகேள ந᾿கின. தமி῁மணΆ, மைறᾸத ேதᾹᾂᾌ, தமி῁ெவளி திர᾵ᾊகᾦΆ, தமிழிῃ 
பதிவிைணᾺᾗ தளᾙΆ வைலᾺபதிᾜΆ ᾗᾐᾙகᾱகᾦᾰᾁ உιசாகΆ ஊ᾵ᾌவன. ஐᾸᾐ ஆᾶᾌகளாᾼ 
இயᾱᾁΆ தமி῁மணᾷதி᾿ 6000 பதிᾫகᾦΆ, நாᾦΆ 300 இᾌைககᾦΆ ெவளிவᾞகிᾹறன, ஒᾞ நாᾦᾰᾁᾲ 
ᾆமா᾽ 2500 மᾠெமாழிகைளᾜΆ திர᾵ᾌகிறᾐ. 

தமிழிᾹ – தமி῁மணᾷதிᾹ வைலᾺபதிᾫ வள᾽ᾲசி (ெதாடᾰக காலΆெதாடᾰக காலΆெதாடᾰக காலΆெதாடᾰக காலΆ) 

பரᾸᾐ கிடᾰᾁΆ உலகᾷ தமிழைர இைணᾷᾐᾺ பயᾹபᾌΆ தகவ᾿கைள உடᾔᾰᾁடᾹ பாிமாறᾷ 
திர᾵ᾊக῀ ᾐைண இᾹᾠᾶᾌ. பிரᾲசிைனகைளᾲ ᾆயநலΆ, வணிக ேநாᾰகΆ இᾹறி எᾌᾷᾐᾲ ெசா᾿ᾤΆ 
ெசᾼதி ஊடகᾱக῀ தமிழிᾢ᾿ைல. அைனᾷᾐ நாᾌகளிᾤΆ தமிழ᾽க῀ சிᾠபாᾹைமய᾽ எᾹபதா᾿ 
அரᾇடகᾱகளிᾹ ஆதரவி᾿ைல. PBS ெதாைலᾰகா᾵சி, NPR வாெனாᾢ ேபாᾹறைவ ஏιபᾌᾷᾐΆ 
நிதிவசதிᾜΆ இ᾿ைல. இᾰᾁைறைய நீᾰக வைலᾺபதிᾫலகΆ நிைறய உதᾫΆ. ஒᾞ பிரᾲசிைனᾰᾁ 
எ᾿லாᾺ பாிமாணᾱக῀, ப᾿தரᾺᾗ விவாதᾱகைள அளிᾰᾁΆ பதிᾫகளா᾿ உᾶைமையᾺ ᾗாிᾸᾐெகா῀ள 
ᾙᾊகிறᾐ. தமி῁ ெசΆெமாழி இலᾰகியᾱகைளᾰ கιᾁΆ மாணவ᾽கᾦᾰᾁᾺ இலᾰகண, இலᾰகியᾱகைள 
விளᾰகᾺ பதிᾫலகி᾿ இயᾤகிறᾐ. இைணயᾷதி᾿ பாாிῄ ேபரா. ெசῂவியாᾞΆ நாᾔΆ 15 வᾞடமாகᾷ 
ெதாட᾽Ᾰᾐ தமி῁பιறி வைலயாᾌகிேறாΆ. 
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தரᾫᾷதளᾱகளி᾿ எᾨᾷᾐ வாிவᾊவᾱக῀தரᾫᾷதளᾱகளி᾿ எᾨᾷᾐ வாிவᾊவᾱக῀தரᾫᾷதளᾱகளி᾿ எᾨᾷᾐ வாிவᾊவᾱக῀தரᾫᾷதளᾱகளி᾿ எᾨᾷᾐ வாிவᾊவᾱக῀ 
எதி᾽காலᾷதி᾿ இᾸதியாவி᾿ எᾨᾷᾐᾺெபய᾽ᾺᾗΆஎதி᾽காலᾷதி᾿ இᾸதியாவி᾿ எᾨᾷᾐᾺெபய᾽ᾺᾗΆஎதி᾽காலᾷதி᾿ இᾸதியாவி᾿ எᾨᾷᾐᾺெபய᾽ᾺᾗΆஎதி᾽காலᾷதி᾿ இᾸதியாவி᾿ எᾨᾷᾐᾺெபய᾽ᾺᾗΆ, கணிெமாழிெபய᾽ᾺᾗΆகணிெமாழிெபய᾽ᾺᾗΆகணிெமாழிெபய᾽ᾺᾗΆகணிெமாழிெபய᾽ᾺᾗΆ     

ஐேராᾺபிய நாᾌக῀ காலனி ஆ᾵சியி᾿ சிᾰகவி᾿ைல. சீன நகᾞΆ-அᾲᾆ ᾒ᾵பΆ ஐேராᾺபாவி᾿ 
அறிᾙகமாகி ᾁ᾵டᾹப᾽ᾰ ேபாᾹேறாரா᾿ பதிᾺபகᾱக῀ ெபᾞகின. ஒῂெவாᾞ ெமாழிᾜΆ விவிᾢயΆ, 
ச᾽ᾲ ேபாதைன ᾓ᾿களாக ᾙதᾢ᾿ வள᾽Ᾰதᾐ. க᾿விᾺ பரவலாᾰகΆ மᾰகளிைடேய மᾠமல᾽ᾲசி, 
விழிᾺᾗண᾽ᾲசி, விᾌதைல உண᾽ᾫகைள உ῀வாᾱகிᾷ தனிநாᾌகைளᾰ க᾵டைமᾷதன. அᾸத 
இய᾿பான வள᾽ᾲசி காலனி ஆதிᾰகᾷதா᾿ இᾸதியாவி᾿ தைடᾺப᾵டᾐ. ஓரளᾫᾰᾁ இᾸதிய நᾌவᾶ 
அரᾆ ேவιᾠைமகைள அᾱகீகாிᾺபதᾹ வᾊகா᾿களாக ெமாழிவாாி மாகாணᾱகைள அᾔமதிᾷதᾐ. 
இᾸதிய ஒᾞைமᾺபா᾵ᾌ நிைலயான அரᾎᾰᾁ இᾸதிய ᾟபாᾼ ேநா᾵ᾊ᾿ காணᾺபᾌΆ எ᾿லாᾷ ேதசிய 
ெமாழிகᾦᾰᾁΆ சமமான ஒேர அᾸதῄᾐ நைடᾙைறயி᾿ வழᾱகᾺபட᾿ ேவᾶᾌΆ. 19-ஆΆ 
ᾓιறாᾶᾊᾹ ‘தாᾼெமாழி’ (mother tongue) ேகா᾵பா᾵ᾊᾹ விைளᾲச᾿ ெமாழிவாாி மாநிலᾱக῀ எᾹற 
தᾁதிேயᾔΆ கிைடᾷதᾐ எனலாΆ. இனி, ‘தாᾼஎᾨᾷᾐ’ (mother script) பயᾹபᾌΆ வைகையᾺ 
பா᾽ᾺேபாΆ. 

தமி῁நா᾵ᾊᾢᾞᾸᾐ க᾿லாத மᾰகᾦΆ, ெதாடᾰகᾰக᾿விேய உைடேயாᾞΆ வடஇᾸதியாவி᾿ வாழᾲ 
ெசᾹறா᾿ இᾸதிையᾷ தானாகᾰ கιᾠᾰெகா῀கிᾹறன᾽. அேதேபா᾿, தமி῁நா᾵ᾌᾰᾁ ேவைலᾰᾁ 
வᾞேவாᾞΆ தமிைழᾺ ேபᾆகிᾹறன᾽. இவ᾽க῀ ெச᾿ேபசிகளி᾿, கணிᾜலா ைமயᾱகளி᾿ அவரவ᾽ 
‘தாᾼஎᾨᾷதிேல’ மιற மாநில எᾨᾷᾐᾰகைளᾺ பᾊᾰகᾷ ெதாழி᾿ᾒ᾵பΆ உதᾫகிறᾐ. மᾷதிய, மாநில 
அரᾆகளிᾹ மடலாட᾿, தகவ᾿, அரசாைணக῀ அᾸதᾸத மாநில எᾨᾷᾐᾺெபய᾽ᾺபிᾤΆ, 
ெமாழிெபய᾽ᾺபிᾤΆ கணிᾒ᾵பᾱகளா᾿ தானியᾱகியாக உᾞவாᾁΆ நா῀ ெதாைலவி᾿ இ᾿ைல. நிதி, 
கணிஞ᾽கைள அளிᾷᾐ ᾂᾁ῀ ேபாᾹற நிᾠவனᾱகᾦடᾹ அரᾆ வழிகா᾵ᾊனா᾿ இᾸதிய ெமாழிகᾦᾰᾁ 
இைடயி᾿ (உ-Ά: தமி῁ < > இᾸதி) கணிெமாழிெபய᾽Ὰᾗ வசதி ந᾿ல வள᾽ᾲசிெபᾠΆ. நக᾽கணிக῀, 

ெச᾿ேபசிகளி᾿ தமி῁ இ᾿லாத ப᾵சᾷதி᾿ தரᾰ க᾵ᾌᾺபா᾵ᾌடᾹ ஆᾱகில எᾨᾷதி᾿ கா᾵ᾌΆ நிரᾢக῀ 
ேவᾶᾌΆ. உᾷதமΆ – தமி῁நாᾌ அரᾆ நிᾗண᾽க῀ ᾂᾊ, தமி῁ > ஆᾱகிலΆ எᾨᾷᾐᾺெபய᾽Ὰைப 
(transliteration) நி᾽ணயிᾰக ேவᾶᾌΆ. உதாரணமாக, உயிெரᾨᾷᾐ இரᾶᾊᾹ நᾌேவ உ῀ள ககர 
எᾨᾷைதᾷ தவறாக ’g’ எᾹᾠ எᾨᾷᾐᾺெபய᾽Ὰபைத இைணயᾷதி᾿ காணலாΆ. ெமாழியியιபᾊ இᾐ 
ெபாᾞᾸதாᾐ: Intervocalical ᾰ in Tamil has a voiceless fricative sound, and usually it is rendered as 

k ̲ or h � in world’s languages. அழᾁ, ᾙᾞகᾹ, அகΆ, ᾑாிைக ேபாᾹறனவιறிᾹ உராᾼெவாᾢ azak̲u, 
muruk ̲an, ak̲am, thuurik̲ai அ᾿லᾐ azah�u, muruh �an, ah�am, thuurih �ai எᾹᾠ ெபய᾽ᾰகᾺபட᾿ 
தமிழிᾹ ஒᾢᾺᾗᾰᾁᾲ சிறᾺᾗ. அᾹேற᾿ கᾹனடΆ, ெதᾤᾱᾁ ஒᾢᾺபாகி, தமிழிᾹ தᾹைமைய இழᾰᾁΆ. 
எᾨᾷᾐᾺேப᾽Ὰᾗᾷ தர-உᾠதிᾺபா᾵ைட இைணய மாநாᾌகளி᾿ தமி῁நா᾵ᾌ அரசாᾱகΆ 
அறிவிᾰகேவᾶᾌΆ. தமி῁ எᾨᾷᾐ அறியாᾷ தமி῁ᾰ ᾁழᾸைதகᾦΆ, ெசΆெமாழி கιக வᾞΆ ேமைல 
நா᾵டாᾞΆ தமிழிᾹ சிறᾺᾗ ஒᾢகைள அறிᾸᾐெகா῀ளᾰ கணினியி᾿ சாியான ேராமᾹ 
எᾨᾷᾐᾺெபய᾽Ὰᾗ ᾐைணநிιᾁΆ. 

எதி᾽காலᾷதி᾿ எᾨᾷᾐᾲ சீ᾽ைமᾜΆஎதி᾽காலᾷதி᾿ எᾨᾷᾐᾲ சீ᾽ைமᾜΆஎதி᾽காலᾷதி᾿ எᾨᾷᾐᾲ சீ᾽ைமᾜΆஎதி᾽காலᾷதி᾿ எᾨᾷᾐᾲ சீ᾽ைமᾜΆ, தனிᾷதமி῁ எᾨᾷதி᾿ மீᾰᾁறி ஏιᾗΆதனிᾷதமி῁ எᾨᾷதி᾿ மீᾰᾁறி ஏιᾗΆதனிᾷதமி῁ எᾨᾷதி᾿ மீᾰᾁறி ஏιᾗΆதனிᾷதமி῁ எᾨᾷதி᾿ மீᾰᾁறி ஏιᾗΆ 

தமி῁ எᾨᾷைதᾰ க᾿லாத மᾰக῀ ல᾵சᾰ கணᾰகி᾿ உ῀ளன᾽. ஆᾱகிலᾰ க᾿விேய கιᾁΆ பல 
மி᾿ᾢயᾹ மாணவ᾽கᾦΆ தமி῁நா᾵ᾊᾤΆ, ெவளிேயᾜΆ வா῁கிᾹறன᾽. அரசிய᾿வாதிக῀, 

தமிழாசிாிய᾽, பᾷதிாிைகᾷᾐைற, … எᾹᾠ சிᾠ விᾨᾰகா᾵ᾊனᾞᾰேக தமி῁ வᾞமானΆ தᾞΆ ெதாழிலாக 
உ῀ளᾐ. ஏைனேயா᾽ தமிைழ விᾞΆபிᾺ பᾊᾰகᾷ தமி῁ எᾨᾷதிᾹ வாிவᾊவΆ சீ᾽ைமᾜற ேவᾶᾌΆ. 
எᾨᾷᾐᾲ சீ᾽ைமயிᾹ ேதைவைய விளᾰᾁΆ அறிஞ᾽ வா. ெச. ᾁழᾸைதசாமியிᾹ ெசாιெபாழிைவ தமி῁ 
இைணயᾺ ப᾿கைல ைவᾷᾐ῀ளᾐ: http://www.tamilvu.org/esvck/index.htm 
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இலᾱைக, இᾸதியᾷ தமிழாிᾹ அᾌᾷத தைலᾙைற தமிழி᾿ ᾒᾶபதிவிட (microblogging e.g. Twitter) 

உயி᾽ெமᾼᾲ சீ᾽ைம அவசியΆ. ஒᾞᾱᾁறியிᾹ சிறᾺபΆசᾷைத இᾱேக ᾁறிᾺபிடலாΆ: நᾹᾕ᾿ 
இலᾰகணΆ ெசா᾿வᾐேபால சா᾽ெபᾨᾷதாக, பிைண விலᾱைக உைடᾷᾐᾷதாᾹ உ/ஊ உயி᾽ெமᾼக῀ 
ஒᾞᾱᾁறியி᾿ ஏιறᾺப᾵ᾌ῀ளன. உ/ஊ உயி᾽ெமᾼகைளᾺ பிாிᾷᾐΆ விᾞΆᾗேவா᾽ இைணயᾷதி᾿ 
பᾊᾰகலாΆ, எᾨதலாΆ எᾹற அரசாைண வᾸதா᾿ தமி῁ கιபிᾷத᾿ எளிைமயாᾁΆ. ெசΆெமாழி பᾊᾰகᾷ 
தமிழினᾷதி᾿ பிறவாேதாᾞΆ வᾞகிᾹறன᾽. அவ᾽கᾦᾰᾁΆ உதᾫΆ. 

ᾪரமாᾙனியிᾹ ெபᾞΆ சீ᾽திᾞᾷதᾙΆ, 1978-᾿ அரᾆ ெகாண᾽Ᾰத சிᾠ மாιறᾙΆ ெசᾼத நᾹைம ᾁᾹறிᾹ 
ேமெலாளிᾞΆ விளᾰᾁ. இனிᾰ ᾁைறᾸதப᾵சᾲ சீ᾽ைமயாக உ, ஊ உகரᾰ ᾁறிக῀ திᾞᾷதΆ ேதைவ. 
பழᾰகமான ஊகார கிரᾸதᾰ ᾁறிᾜΆ, அழகிய᾿ ெபாᾞᾷதᾺபாᾌைடய, வாிநீளᾷைத அதிகாிᾰகாத உகரᾰ 
ᾁறிᾰகான பாிᾸᾐைர (ᾙத᾿ 4 ெமᾼெயᾨᾷᾐ வாிைச, அ-ஒ உயி᾽ெமᾼக῀) எᾌᾷᾐᾰகா᾵ᾌ: 

ேமலதிக விவரமாக, தமி῁ ெநᾌᾱகணᾰᾁΆ, சீ᾽ைமயி᾿ க᾵ᾌைரᾜΆ: 
http://nganesan.blogspot.com/2009/08/ezhuttu-korppu.html 

ஐேராᾺபிய ெமாழியின᾽ உலகிᾹ எ᾿லா எᾨᾷᾐᾰகைளᾜΆ ேராமᾹ எᾨᾷᾐᾰக῀ மீᾐ மீᾰᾁறிகைள 
(diacritical marks) ஏιறிᾰ கா᾵ᾌகிᾹறன᾽. (அ) அΆᾙைற தனிᾷதமி῁ இலᾰகணΆ ᾂᾠΆ 18 
ெமᾼெயᾨᾷᾐᾰகளிᾹ மீᾐΆ ஏιப᾵டா᾿ கிரᾸத எᾨᾷᾐᾰᾁ ஒᾞ மாιᾠவழியாᾁΆ. (ஆ) ஒᾢᾺᾗ பிசகாᾐ 
இᾞᾺபதா᾿ ᾐைணᾰᾁறிகளிᾹ ேதைவ - பிறெமாழி எᾨᾷᾐᾰகைளᾷ தமி῁ எᾨᾷதி᾿ ெபய᾽ᾰக - 
இᾞᾰகிறᾐ. இதιᾁᾷ தரᾰக᾵ᾌᾺபாᾌΆ, ᾝனிᾰேகாᾌ வைரெபாறி (rendering engine) அᾔமதிᾰக 
ைவᾰகᾫΆ உᾷதமΆ-இைணயᾺ ப᾿கைல ᾁᾨவைமᾰக ேவᾶᾌΆ. ᾐைணᾰᾁறிகளி᾿ 
ெபாᾞᾷதமானவιைறᾷ ேத᾽Ᾰᾐ அறிவிᾰகலாΆ.  

ᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைர 
இᾐகாᾠΆ தமி῁ᾰ கணினி, வைலᾺ பதிᾫ, தரᾫᾷதள வள᾽ᾲசிகளிᾹ ᾙᾰகிய ைம᾿க᾿கைளᾺ 
பா᾽ᾷேதாΆ. தமி῁ ஆᾼᾫ சிறᾰகᾫΆ, கιபிᾷத᾿ எளிைமயாவதιᾁΆ ேதைவயான (1) எᾨᾷᾐᾺெபய᾽Ὰᾗ 
விதிᾙைறக῀ (2) எᾨᾷᾐᾲ சீ᾽ைமயி᾿ ᾁைறᾸத ப᾵ச அரசாைண (3) தமி῁ எᾨᾷᾐᾰகளி᾿ ஐேராᾺபிய 
எᾨᾷᾐᾰக῀ ேபால மீᾰᾁறி ஏιறΆ பιறிய அறிᾙகᾷைதᾜΆ இᾰக᾵ᾌைர வழᾱகிᾜ῀ளᾐ. விாிவாக, 
எᾹ வைலᾺபதிவி᾿ (http://nganesan.blogspot.com) கᾞᾷᾐᾷ ெதாிவிᾰகலாΆ. 
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Abstract: Automatic E-content generation is an innovative idea in the field of Natural 

Language Processing. It aims on developing an intelligent tutoring system in Tamil 

language. This system focuses on delivering personalized content in Tamil language 

to an individual user needs based on their learning abilities and interests. The system 

is divided into two parts. The first part involves the domain corpus collection and 

construction of the knowledge base. The knowledge base is constructed using text 

categorization and information extraction techniques. Categorization is responsible 

for classifying given Tamil documents to their target class. This is performed using 

the Naive Bayes (NB) algorithm. Information extraction system was constructed by 

developing information-extraction rules by encoding patterns (e.g. regular 

expressions) that reliably identify the desired entities or relations. The second part 

involves identifying the interests of specific user’s and then user profiling the 

identified interests by looking through their browsing history. The topic analyzer is 

constructed to analyze the user’s profile and evaluate the user’s knowledge using 

intelligent evaluator system. Then the personalized content will be generated based 

on the knowledge level of the user. 

This paper is organized as follows. Section 1 discusses the literature survey in the 

area of content generation, section 2 talks about the overall system architecture, 

section 3 talks about the categorization, section 4 gives details on information 

extraction system and section 5 gives the performance evaluation and conclusion of 

the proposed system. 

Literature Survey 

The bulk of the text categorization work has been devoted to cope with automatic categorization of 

English and Latin character documents. El-Kourdi et al. used Naive Bayes algorithm to automatically 

classify non-vocalized Arabic web documents to one of five pre-defined categories [2]. Taeho Jo and 

Dongho Cho proposed an alternative approach to machine learning based approaches for categorizing 

online news articles [6]. Chinglai Hor et al. suggest the use of a hybrid RS-GA method to process and 

extract implicit knowledge from operational data derived from relays and circuit breakers [1]. 

S.Iiritano and M.Ruffolo described a prototype of a vertical corporate portal that implements a KDD 

process for knowledge extraction from unstructured data contained in textual documents [4]. Jose 

M.Alonso et al. presented a user-friendly portable tool designed and developed in order to make 

easier knowledge extraction and representation for fuzzy logic based systems [5]. Harith Alani et al. 

developed a tool called Artequakt. Artequakt automatically extracts knowledge about artists from the 

Web, populates a knowledge base, and uses it to generate personalized biographies [3]. 
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Overall System Architecture 

The overall system architecture as shown in the figure 2.1 explains the various functionalities required 

to perform the automatic content generation. Automatic content generation focuses on delivering 

personalized content in Tamil language to an individual user needs based on their learning abilities 

and interests. Knowledge base is constructed using document categorization and tourism related 

information extraction. This phase uses Naive bayes classification algorithm to classify the tourism 

documents as temples, hill stations and hotels. After the classification process, information should be 

extracted from those documents. The extracted information should fill the template of each document 

of a particular category. Thus the knowledge base was constructed using text categorization and 

information extraction. 

An individual user’s interests are identified and recorded to create a user profile. A user profile is 

specific to a user and is subjected to change over time. The Topic categorizer is used to categorize the 

topic based on user’s query. The topic analyzer is used to analyze the user’s profile and evaluate the 

user’s knowledge using intelligent evaluator system. Based on the user’s knowledge, intelligent 

evaluator system makes a decision to suggest the same topic or to suggest a new topic retrieved from 

the knowledge base. Then the personalized content will be generated based on the knowledge level of 

the user. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1 Detailed block diagram 
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Document Categorization 

Document categorization is the task of automatically sorting a set of documents into categories from a 

predefined set. In the training phase, a set of documents are given with class labels attached, and a 

classification system is built using a learning method. Once the categorization scheme is learned, it can 

be used for classifying future documents. The following section gives a detailed view of preprocessing 

and classification of documents.  

A data preprocessing phase is required to weed out those words that are of no interest in building the 

classifier and also to reduce the processing time. Preprocessing phase comprises of two stages namely 

stop word removal and term pruning. In order to remove the stop words from the document, stop 

word list is prepared and the input tourism document is compared with the list and then stop words 

are removed. After removing the stop words, each document must be transformed in to a feature 

vector. This text representation, referred to as the bag-of-words.  

The problem of finding a "good" subset of features is called feature selection. Feature selection can be 

done by term pruning method. Term pruning is done according to the term frequency values. Here 

feature selection refers to relevant words. This would eliminate the very rare words that occurred and 

also the very common words that occur in almost every text document. Relevant words are then 

passed to the classification phase.  

This phase uses naive bayes classification algorithm to classify the tourism documents as temples, hill 

stations and hotels. The NB classifier computes a posteriori probabilities of classes, using estimates 

obtained from a training set of labeled documents. When an unlabeled document is presented, the 

posteriori probability is computed for each class and the unlabeled document is then assigned to the 

class with the largest a posteriori probability.  

Information Extraction 

Information extraction (IE) distills structured data or knowledge from unstructured text by identifying 

references to named entities as well as stated relationships between such entities. The document is 

tagged to identify the location, name of the place. Identify the Domain Events using rules i.e., retrieval 

of sentences based on heuristic rules. The heuristics rules are formed manually by analyzing the 

documents. Extraction of syntactic patterns from the sentences is done using part of speech 

information. Compare the syntactic patterns from the sentences with the predefined pattern. If it 

matches, then the corresponding template should be filled. The templates for various domain events 

are filled and then they are merged to form the complete filled template for the document.  

Performance Evaluation and Conclusion  

From the 50 Tamil Nadu tourism documents, the first 30 are used for training and the next 20 are used 

for testing. The classification task considered here is to assign the documents to one the two 

categories. The Precision/Recall is used as a measure of performance for document categorization. 

Recall is the percentage of total documents for the given topic that are correctly classified.  

Precision is the percentage of predicted documents for the given topic that are correctly classified. The 

recall and the precision measures are calculated for each category and the average values are shown in 

the following table. 
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Performance Evaluation Results Table 

Category Average Precision Average Recall Average F-measure 

Kovil 100.00 80.00 88.89 

Malai 83.33 100.00 90.71 

Macroaverage 91.67 90.00 89.80 

The result shows that the Naïve bayes achieves a macro average of 89.8. Thus it shows that the naïve 

bayes classifier performs well and its effectiveness is better in classifying the Tamil documents. The 

current work is confined to tourism documents of Tamilnadu state, but it can be extended to any 

category of documents. Categorization work can be further enhanced by adding more categories. 
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Introduction 

The new institutional economics (NIE) asserts that institutions are the “rules of the game;” although it 

does address the problem of how individuals and organizations try to change the rules, it tries to 

maintain a sharp distinction between the rules and the players. But in many cases the organizations 

that operate regulatory institutions and create and enforce the rules can be considered players in the 

game as well. This is especially true when the regime and the organization is a new entity seeking to 

establish the legitimacy and universality of its regulatory scheme. 

IDNs are an important but neglected topic in Internet governance studies. The original domain name 

system used a simplified character set based on the Roman alphabet, known as “restricted ASCII.” 

1 This meant that languages that relied on non-Roman scripts, such as Arabic, Korean, Chinese, 

Hindi, Tamil Russian or Japanese, could not be represented as domain names. The geographic 

and cultural bias introduced by such a standard should be evident. It required the 

development of a new domain name standard based on Unicode to enable representation of 

Internet addresses in other language scripts. 

2 After ten years of agitation by advocates of non- Roman scripts, it is now possible to have 

domain names in any alphabet. These are known as internationalized domain names or IDNs. 

ICANN has (finally) announced its willingness and readiness to distribute IDN top level 

domains in 2007. 

3 As this happens, Internet users will witness a striking transition from Internet domain names, 

URLs and email addresses based on ASCII characters to character sets that include all the 

world’s language scripts.  

The creation of IDN top level domains (TLDs) has the potential to open up large new markets for the 

domain name registration services industry. Although it is currently based on a character set that the 

majority of the world either cannot read or does not use naturally, ASCII- based domain name 

registration services already command around $3 - $4 billion in annual revenues; the number of 

registrations (not the revenue) has been growing at a rate of about 7 –10% annually  

This paper examines contention over IDN policy among ICANN, the gTLD interests and the ccTLD 

interests. As noted above, we try to explain ICANN management’s choice of policies in terms of a 

bargaining perspective. Our analysis emphasizes how the policies regarding new IDN top level 

domains produced by ICANN are strongly influenced by a calculus reflecting its organizational self-

interest, and specifically its desire to gain economic and political forms of support from countries 

outside the United States. 

What Needs to be Done 
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a. One particularly important aspect of ICANN’s launch of new generic top-level domains (gTLDs) 

will be the availability of Internationalized Domain Names (IDNs) at the top level. That eagerly 

anticipated enhancement to Internet participation has also raised some issues. 

For example, current practice dictates that gTLDs contain at least three characters – two-character 

Latin gTLDs are reserved for country-code top-level domains (ccTLDs). However, in certain 

languages one or two characters commonly express a complete word – and they would not be 

confused with present-day ccTLDs. 

b. Prohibiting the registration of names of less than three characters in certain languages may hobble 

IDN use in certain languages but it is difficult to fashion a uniform set of rules to govern a potential 

relaxation of this requirement that works universally. 

ICANN’s approach to this issue is similar to its approach on many issues regarding implementation of 

the policy for the introduction of new gTLDs. 

c. Get expert advice on the matter. The use of experts allows ICANN to obtain experience and skill 

economically outside its core competencies and develop material for public discussion in a timely 

manner. 

d. Use that advice to formulate some sort of model. 

e. Then conduct public discussion on the issue  

This process has been used effectively thus far in the new gTLD implementation. ICANN has 

consulted with: technical, DNS, risk management and linguistic experts, dispute resolution providers, 

and others. In this case of character limits and IDNs, ICANN is engaging a small team to evaluate this 

problem and provide expert advice from both sides of the problem: that IDNs must be effectively 

engender regional participation and that the rules must provide stability, i.e., that the domain name 

system (DNS) work in a way predictable to users. 

Again, that process for reaching implementation: identify issues, get expert advice, create a model for 

public discussion, discuss, iterate the model, and so on. 

The idea is that the experts crystalise the discussion in a timely way and therefore encourage 

meaningful participation. We are at step number two of this process that will include all interested 

parties. The process for developing a preliminary set of assumption will be publicly reported so the 

ensuing public discussion can be informed and timely. 

Everyone at ICANN appreciates the comments made on this particular issue and other IDN issues – 

all going toward an effective way to increase effective regional participation in the Internet. 

Implementation Update 

DNS Stability Panel: Interisle has been contracted to form the DNS Stability 

Panel that conducts the technical string requirement evaluations for requested IDN ccTLDs. This 

includes a verification that the delegations of new TLD strings will not result in user confusion with 

any existing strings in the DNS. Interisle is currently in the process of forming the DNS Stability Panel 

for Fast Track Process String Evaluation and providing on-boarding material to panel members. 

 

Online Request System 
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The online system through which IDN ccTLD requests will be submitted is in the final stages of 

development and testing. The next three weeks will be used: 

a. finalize the online content  

b. perform a legal review  

c. undertake a live test.  

As part of the live test ICANN has consulted with representatives of five countries and invited them 

to participate in testing of the system. Testing includes: submitting a test request in the system, 

processing / qualification by staff, providing feedback on the test to participants. These tests will run 

from the end of September through 9 October after which a new status report of overall Fast Track 

implementation will be released. 

Online IDN area 

The IDN area online will be revised with an FAQ, factsheets, and a manual reference for use of the 

online request system. The new and improved site will be released prior to the Fast Track Process 

launch time. 

Linguistic Processes 

There are a few aspects of the Fast Track Process that are related to linguists or require the advice or 

statements from experts in writing systems. An important piece of this relates to the requested 

string(s) as a meaningful representation of a country or territory name. UNGEGN has agreed to 

support Fast Track participants as needed with referrals to such expertise. The referrals will be 

provided through an ICANN point of contact and the method for requesting such expertise will be 

described in the proposed Final Implementation Plan. ICANN plans to support to those requiring 

linguistic assistance. 

Outstanding Issues 

Several topics that has been discussed in public comment on implementation proposals of the Fast 

Track Process since the initial draft implementation plan was released on 23 October 2008. These 

include: (i) the form of relationship between an IDN ccTLD manager and ICANN, (ii) cost 

considerations regarding contribution to processing and TLD support costs, (iii) management of 

variant TLDs. Solutions to these issues have been discussed, and it is believed that current opinions or 

positions of each community segment is well understood. 

INFITT and ICANN 

In various ICANN meetings on IDN language has been the main area of concern and expertise is 

essential. These are the following areas on which INFITT could offer:- 

1. Dealing with variant issues in Tamil 

2. Selection of TLDs ( Both GTLDs and CCTLDs)– to ensure there misconception 

3. Coordination on any recommended restrictions on names registered across several Tamil 

speaking countries/diasporas Spoofing  

INIFTT could be the catalyst to ICANN on IDN issues. This will be a precedent for others like Arabic, 

Cyrillic or Chinese organizations for their contribution to ICANN. 
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Organisation such as INIFTT which has representation from Europe to USA has the global 

representation in its activities thus making the best agency to offer linguistic expertise to Internet 

Organisations. 

Conclusion  

This paper analyzed how ICANN’s policy response to the problem of introducing IDNs between 

ccTLD registries and gTLD registries. As the result of adopting an IDN fast track for country code 

registries, country code registries will be able to offer multilingual domain names earlier than gTLDs, 

assuming that ICANN and each country are able to reach consensus on the details of an IDN ccTLD 

contract.  

While the current IDN market is a lot smaller than the ASCII market, this is due to the lack of IDN top 

level domains, which limits IDN names to the second-level. This restricts service to an inconvenient, 

hybrid combination of ASCII and other scripts. The full IDN service enabled by the new IETF 

standard and new IDN top level domains will probably realize the earlier, high expectations 

regarding strong demand for IDNs in those parts of the world that use non-Latin scripts. The size of 

the current domain name market could easily double or triple once IDN TLDs are introduced. Because 

of the high switching costs associated with domain name registrations, whoever enters this market 

first will get the lion’s share of the market in any given language group like .COM.  

Both ccTLDs and gTLDs want to operate IDN top level domains. For both market actors, translation of 

their current TLD strings into IDNs is seen as the key to future growth as of 2009. ICANN does not 

actively respond to the efforts of the gTLD registries to extend their top level names into IDNs under 

the concerns expressed by some governments in such practice, while it accepts ccTLDs’ claim to do so 

mainly because their corresponding governments support such consistency.  

What accounts for this difference, the policy distinction between gTLDs and ccTLDs? In our view, the 

critical factor is ICANN’s own organizational self-interest. ICANN has little hierarchical authority 

over ccTLDs and it needs to lure them into full contractual participation in its regulatory scheme if it is 

to solidify its position as the global domain name regulator. ICANN also has a longstanding problem 

with its legitimacy and support among national governments outside the United States. Because 

national governments strongly support privileged access to resources for their own country as 

fundamental rights, and in particular want to support the market position of their own national 

registry against the (mostly U.S.-centered) gTLD operators, ICANN can please national governments 

by doling out new IDN top level domains to their ccTLDs. By doing so, ICANN shows that it can 

deliver benefits to national governments.  

Some national governments (e.g., China India or Korea) try to be careful about the use of “their” 

language script in the domain name space. Here again, ICANN may garner support from countries 

that have been reluctant participants or non participants (such as China) by acceding to such 

demands.  

Ironically, under governments’ strong objection to ICANN’s IDN ccTLD contracts, this first-mover 

advantage ticket in the emerging IDN market, ccTLD IDN fast track, may give its opportunity to 

gTLD IDN fast track since gTLDs do not have such political tension with ICANN. ICANN’s strategy 

to enforce ICANN’s strong regulatory power over ccTLDs through IDNs will provoke the debate on 

role of ICANN, USG and ccTLD infrastructure management in the GAC.  
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Introduction 

The project involves development two portals namely a Tamil Social Networking site and a Tamil E-

learning Website. Since Tamil is spoken by Tamil Diaspora in various countries and spoken or used in 

Fiji (Republic of), Guyana, India, Malaysia, Mauritius, Singapore, Sri Lanka (Ceylon), Trinidad & 

Tobago, Zanzibar & Pemba (Tanganyika), the author proposes to develop such Tamil Website which 

can be used by all people. Before going to discuss the details of development, let us see introduction of 

the topics as below. 

Social Networking  

A social network service focuses on building online communities of people who share interests 

and/or activities, or who are interested in exploring the interests and activities of others. Most social 

network services are web based and provide a variety of ways for users to interact, such as e-mail and 

instant messaging services. Social networking has encouraged new ways to communicate and share 

information. Social networking websites are being used regularly by millions of people.  

Everyday, more and more people sign up for social networking sites like Facebook and Twitter. And 

it's not just individuals, some businesses and non profit organizations are using the site to their 

advantages. At one time Myspace, Twitter and Facebook were geared toward a specific group of 

people. Now those social networking sites are turning into another form of advertising for some non 

profit organizations. The United Way, The American Red Cross and the Mohawk Valley Chamber of 

Commerce, are just a few non profits using the social networking sites. 

An increasing number of academic commentators are becoming interested in studying Facebook and 

other social networking tools. Social science researchers have begun to investigate what the impact of 

this might be on society. Typical articles have investigated issues such as Identity, Privacy, E-learning, 

Social capital and Teenage use. The application domains for social networking are government, 

business, marriage portals, educational and medical applications. A few sites do exist where you can 

talk to others in languages besides English. Our interest is designing Tamil social networking website 

so that people who know Tamil and basic usage of computer can use this site and communicate with 

others. The target audience for this portal is people who speak, read and write Tamil. The Unicode 

standard helps in facilitating the implementation of this website. 
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E-learning  

E-learning (or sometimes electronic learning or eLearning) is a term which is commonly used, but 

does not have a common definition. Most frequently it seems to be used for web-based distance 

education, with no face-to-face interaction. However, also much broader definitions are common. For 

example, it may include all types of technology enhanced learning (TEL), where technology is used to 

support the learning process. Most of the Tamils living away from their homeland find it difficult to 

teach their children Tamil. Even if they teach themselves it is limited to teaching alphabets, numbers 

and few rhymes only and not more than that. Out aim is to provide E-learning through web portals by 

including audio, video and other computer software tools to teach the language not only from the 

Alphabet but also teaching the language features like the grammar, Tamil literatures etc. Using 

Unicode standards the tool will be developed to teach Tamil. 

The Technology 

Like Windows XP or other software displaying Tamil fonts in menus, our aim is to develop websites 

displaying Unicode formatted texts (menu commands) displayed so that the user gets the feeling of 

using his language for communicating with others in his community of users. Even though it looks 

very simple, the development of social networking software and Tamil E-learning software requires 

complexity of design and implementation of the website. Hence it is well convinced that the work is 

worth doing and used by Tamil communities in future. 

The author through the feedback given currently restricts to use Unicode and after comparing both 

Unicode and Iscii, he will use the right one for the implementation. Let the conference may input more 

on these lines. 

Various Social Networking sites are compared for the features that they support. The advantages and 

disadvantages are compared. The ones that suit the multilingual interface are selected. The various 

social networking sites compared are as below. 

 

Twitter 

Orkut 

IMBEE 

Sconex 

43 Things 

TagWorld 

Friendster 

Bebo 

Hi5 

MyYearbook 

Facebook 

Classmates.com 

Myspace 

Yorz 

Ecademy 

Ryze 

Xing 

Linkedln 

Reddit 

Digg 

Del.icio.us 

LiveJournal 

Yahoo 360 

Flickr 

Xanga 

YouTube 

Beware Microlenders 

Zopa 

Campaigns Wikia 

Essembly.com and Many more…. 
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Even though the social networking design and implementation is matured for the time, but the usages 

and number of new users are increasing day by day. Also applications in which the social networking 

sites are increasing and the table above shows only the important sites and there are many more. The 

advantages of comparing them would enable us to develop a world class website with many 

important features that are proved among other communities already. Again, only the important 

features that can be applied to our website is given below in the following figure. 

 

If we notice, the features are Profile creation, sharing pictures, audio, video, post blog, post and read 

messages, create and join communities, post ads, resume, search jobs, locate members, find and 

reconnect people and using of Tamil E-learning software. 

The social networking websites can be classified as communication websites, Business and 

professional networking sites, social content sites, Social Lending sites: Microlenders/Microfinance, 

Political social networkings, Mobile social software and Social networking blogs. Social networking 

research like “Imagined communities”, analyzes privacy conerns of members and impact of those 

concerns of their behavior. Hence our intention is to develop a social networking website with privacy 

preserving concept. For this the author will use the research knowledge of privacy preserving data 

mining which is already there and matured. 

Tamil E-learning software is being developed as web-based software and hence there is no need to 

buy the software and install in his computer. He can just login to the internet and the site and use the 

Tamil learning software. It is proposed to design e-learning software with all educational technology 

gadgets like audio, video, animation and other technologies. 
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First, it is proposed the develop Tamil Alphabet teaching using audio, video and animation. There is a 

separate studio used to shoot the video of Tamil teachers teaching the language and it will be put in 

the website. Hence the student wherever he is in the world, learns the language with the same 

pedagogy of class room environment and ease at his home learning. Next, the project aims in taking 

the Tamil text books of students from first standard till plus two level in Tamil Nadu and trying to 

capture the video lectures and audio lectures and other software animation tool based teaching. Even 

though it seems a big project, the author aims to do this job with the help of Tamil scholars and Tamil 

interest groups including governmental agencies and Tamil University. 

When enough funding is obtained, the author proposes to host this website using a technology called 

cloud computing. Cloud computing is a technology in which one need not pay for the hardware and 

software fully, and it is enough the company pays for the time and usage of the software. Hence it is 

practical to host such a big ambitious plan by us. 

Conclusion 

Tamil language usage is reducing day by day because of relocation of people, and education in 

English medium etc. Hence it is the right time to enable the users to maximize his language usage 

during the leisure time through tools such as Social networking sites and E-learning software. Also 

these two technologies are inevitable for us and hence the advantages are to be given to those people 

who do not know languages other than Tamil. Hence, the author is developing these two technology 

based website. As already mentioned in the previous chapter, the first technology, namely Tamil 

Social Networking Website enables one to create and share profile, share photos, videos, audios, post 

blog, post and read messages, create and join communities, post advertisements, post resume and 

search jobs, locate and reconnect with people around the world. Also the second part the project 

namely; Tamil E-learning software is added as a feature in the first project. This enables to learning the 

language from Alphabet to the standard of plus-two. This is a very big project and it is ambitious to 

us. E-learning software is being developed with the Tamil Scholars or Teachers lectures being video 

tapped and used in it. Tamil dictionary and keyboard interface to search and type respectively are 

used in the site. 

Acknowledgement: The author acknowledges the infitt.org and IITS, Germany for having selected the 

paper and providing necessary assistance. Also he thanks his organization Kumaraguru College of 

Technology, Coimbatore, India, for permitting him to attend the conference. 
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தமி῁ விᾰகிᾖᾊயாᾫΆ ᾐைணᾷதிதமி῁ விᾰகிᾖᾊயாᾫΆ ᾐைணᾷதிதமி῁ விᾰகிᾖᾊயாᾫΆ ᾐைணᾷதிதமி῁ விᾰகிᾖᾊயாᾫΆ ᾐைணᾷதி᾵டᾱகᾦΆ᾵டᾱகᾦΆ᾵டᾱகᾦΆ᾵டᾱகᾦΆ 
அறிᾙகΆஅறிᾙகΆஅறிᾙகΆஅறிᾙகΆ, தமி῁ இைணயᾷதி᾿ அவιறிᾹ வகிபாகΆதமி῁ இைணயᾷதி᾿ அவιறிᾹ வகிபாகΆதமி῁ இைணயᾷதி᾿ அவιறிᾹ வகிபாகΆதமி῁ இைணயᾷதி᾿ அவιறிᾹ வகிபாகΆ, எதி᾽காலΆஎதி᾽காலΆஎதி᾽காலΆஎதி᾽காலΆ, ெசயᾹᾙைற விளᾰகΆெசயᾹᾙைற விளᾰகΆெசயᾹᾙைற விளᾰகΆெசயᾹᾙைற விளᾰகΆ    

ᾙரளிதரᾹ மᾝரᾹᾙரளிதரᾹ மᾝரᾹᾙரளிதரᾹ மᾝரᾹᾙரளிதரᾹ மᾝரᾹ 

திᾞᾰேகாணமைல, இலᾱைக 
email: mmauran@gmail.com 

 

இᾰக᾵ᾌைர தமி῁ விᾰகிᾖᾊய᾽கைளᾜΆ தமி῁ விᾰகிᾖᾊயா ெதாட᾽பான ந᾿ல 
அறிᾙகᾷைதᾰெகாᾶடவ᾽கைளᾜΆ தனᾐ ᾙதᾹைம வாசக᾽களாக/ேக᾵பவ᾽களாக ெகா῀ளாம᾿ 
பரᾸதளவிலான தமி῁ இைணயᾺபயன᾽கைளᾰ கᾞᾷதிιெகாᾶᾌ வᾊவைமᾰகᾺபᾌகிறᾐ.  

பரᾸதளவி᾿ தமி῁ இைணயᾷதி᾿ திறᾸத ᾗலைமᾲெசாᾷᾐ, ᾂ᾵ᾌைழᾺᾗ ேபாᾹற ேகா᾵பாᾌகᾦடᾹ 
விᾰகிᾖᾊயாைவᾜΆ அதᾹ ᾐைணᾷதி᾵டᾱகைளᾜΆ அறிᾙகᾺபᾌᾷதி இᾺபணிகளி᾿ ேமᾤΆ பலைர 
இைணᾷᾐᾰெகா῀ᾦΆ ேநாᾰகᾷதிைனᾰெகாᾶடᾐ. 

தமி῁ இைணய மாநாᾌ 2009 இதιகான சாியான காலᾺபᾁதியி᾿ நைடெபᾠவதாᾤΆ, அᾐ 
இᾸேநாᾰகᾱகைளᾷ தாᾱகி வᾞΆ இᾰக᾵ᾌைர சம᾽ᾺபிᾰகᾺபᾌவதιகான மிகᾲசாியான களமாக 
இᾞᾺபதனாᾤΆ அΆமாநா᾵ᾌᾰெகன இᾰக᾵ᾌைர வᾊவைமᾰகᾺப᾵ᾌ சம᾽ᾺபிᾰகᾺபᾌகிறᾐ.  

விᾰகிᾖᾊயா அறிᾙகΆவிᾰகிᾖᾊயா அறிᾙகΆவிᾰகிᾖᾊயா அறிᾙகΆவிᾰகிᾖᾊயா அறிᾙகΆ 
விᾰகிᾖᾊயாவிᾹ பிᾹனணியாᾼ அைமᾜΆ ேகா᾵பாᾌக῀, விᾰகிᾖᾊயாவிᾹ வரலாᾠ, விᾰகிᾖᾊயா 
சᾚகΆ ெதாட᾽பான அறிᾙகΆ, க᾵டιற திறᾸத ᾚல இயᾰகΆ , திறᾸத ᾗலைமᾲெசாᾷᾐ ெதாட᾽பான 
அறிᾙக விளᾰகᾱகᾦΆ அᾰேகா᾵பாᾌக῀ விᾰகிᾖᾊயாைவ எῂவாᾠ உᾞவாᾰக விைழᾸதன, 

விᾰகிᾖᾊயா ஊடாக ெவιறிைய நிᾟபிᾷதன எᾹபனேபாᾹற தகவ᾿க῀. 

தமி῁ விᾰகிᾖᾊயா அறிᾙகᾙΆ தகவ᾿கᾦΆதமி῁ விᾰகிᾖᾊயா அறிᾙகᾙΆ தகவ᾿கᾦΆதமி῁ விᾰகிᾖᾊயா அறிᾙகᾙΆ தகவ᾿கᾦΆதமி῁ விᾰகிᾖᾊயா அறிᾙகᾙΆ தகவ᾿கᾦΆ 
தமி῁ விᾰகிᾖᾊயாவிᾹ உᾞவாᾰகΆ, வரலாᾠ, தமி῁ விᾰகிᾖᾊய᾽ சᾚகΆ ெதாட᾽பான அறிᾙகᾱகᾦΆ 
தமி῁ விᾰகிᾖᾊயா ெதாட᾽பான ᾗ῀ளிவிபரᾱக῀, சிᾠ ஆᾼᾫாீதியான தகவ᾿க῀. 
தமி῁ விᾰகிᾖᾊயாவிᾹ ᾗ῀ளிவிபர அறிᾰைககᾦΆ, தமி῁ விᾰகிᾖᾊயா ெதாட᾽பான ஏைனய 
கιைககᾦΆ உ῀ளடᾰகᾺபᾌΆ.  
ஆᾱகில விᾰகிᾖᾊயா, ெபாᾐவாக ஏைனய ெமாழி விᾰகிᾖᾊயாᾰகᾦடᾹ தமி῁ விᾰகிᾖᾊயாவிைன 
ஒᾺபிடᾤΆ, ேவᾠபாᾌக῀, ஒιᾠைமக῀ ேபாᾹறவιைற விளᾱகிᾰெகா῀ளᾤΆ.  

விᾰகி ெதாழிᾒ᾵பΆவிᾰகி ெதாழிᾒ᾵பΆவிᾰகி ெதாழிᾒ᾵பΆவிᾰகி ெதாழிᾒ᾵பΆ, பாᾐகாᾺᾗபாᾐகாᾺᾗபாᾐகாᾺᾗபாᾐகாᾺᾗ, நைடᾙைறநைடᾙைறநைடᾙைறநைடᾙைறக῀ பιறிய அறிᾙகΆக῀ பιறிய அறிᾙகΆக῀ பιறிய அறிᾙகΆக῀ பιறிய அறிᾙகΆ 
விᾰகிᾖᾊயா ேகா᾵பாᾌ ஒᾞᾗறᾙΆ ெதாழிᾒ᾵பΆ மᾠᾗறமாᾜΆ ஒᾹᾠடᾹ ஒᾹᾠ ஒᾞᾱகிைணᾸᾐΆ 
விᾰகிᾖᾊயா எᾹகிற அைசவியᾰகᾷைத நடᾷதிᾲெச᾿வᾐ ெதாட᾽பான விளᾰகᾱக῀.  
விᾰகி ᾙைறைம இயᾱᾁΆ ெதாழிᾒ᾵ப அᾊᾺபைடக῀ ᾁறிᾷத அறிᾙகΆ. 

விᾰகிᾖᾊயாவி᾿ கைடᾺபிᾊᾰகᾺபᾌΆ பாᾐகாᾺᾗ ஏιபாᾌக῀, நி᾽வாக ᾙைறக῀ ேபாᾹறன ᾁறிᾷத 
ஆழமான பா᾽ைவ. 
விᾰகிᾖᾊயாவிᾹ ேபாதாைமக῀, அவιைற நிவ᾽ᾷதிᾰக எᾌᾷᾐᾰெகா῀ளᾺப᾵ட, எᾌᾷᾐᾰெகா῀ளᾺ 
படᾰᾂᾊய ᾙயιசிக῀ ᾁறிᾷத உைரயாட᾿.  
விᾰகிᾰ ᾁιறᾱக῀, ெபாᾐவாக விᾰகிᾖᾊய᾽க῀ கைடᾺபிᾊᾰக எதி᾽பா᾽ᾰகᾺபᾌΆ ஒᾨᾰகᾱக῀, 
ெபாᾠᾺᾗᾰக῀ ேபாᾹறன பιறிய விளᾰகΆ.  
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தமி῁ இைணயᾲ ᾇழᾤΆ விᾰகி அைசவியᾰகᾙΆதமி῁ இைணயᾲ ᾇழᾤΆ விᾰகி அைசவியᾰகᾙΆதமி῁ இைணயᾲ ᾇழᾤΆ விᾰகி அைசவியᾰகᾙΆதமி῁ இைணயᾲ ᾇழᾤΆ விᾰகி அைசவியᾰகᾙΆ    
தமி῁ இைணய உ῀ளடᾰகᾷைத உᾞவாᾰᾁவதி᾿ விᾰகி அைசவியᾰகΆ ஏιᾠᾰெகாᾶᾌ῀ள வகிபாகΆ. 

தமிழி᾿ திறᾸத உ῀ளடᾰகᾷᾐᾰகான ேதைவ. 

தமிழி᾿ திறᾸத ᾂ᾵ᾌைழᾺᾗ ᾚலமாகேவ நᾌவᾺபᾌᾷதᾺப᾵ட ெசயιறி᾵டᾱகைள ᾙᾹெனᾌᾰகᾰ 
ᾂᾊயதாக இᾞᾰᾁΆ யதா᾽ᾷதᾙΆ சாᾷதியᾱகᾦΆ.  

தமி῁ இைணயᾷதிᾹ வள᾽ᾲசிᾰᾁΆ தமி῁ ெமாழி, ெமாழிசா᾽ மᾰகளிᾹ ேமΆபா᾵ᾌᾰᾁΆ விᾰகி 
அைசவியᾰகΆ ஆιறᾰᾂᾊய பᾱகளிᾺᾗᾰக῀. 

தமி῁ இைணயᾰᾁᾊமᾰக῀ விᾰகி அைசவியᾰகᾷᾐடᾹ இைணவதιகான, விᾰகி அைசவியᾰகᾷᾐᾰᾁᾺ 
பᾱகளிᾺபதιகான சாᾷதியᾱக῀. 

விᾰகி அைசவியᾰகᾱகளி᾿ அரᾆக῀ ெதாடᾰகΆ பலΆ வாᾼᾸத நிᾠவனᾱக῀ வைர பᾱᾁபιற 
ᾙᾹவரேவᾶᾊய ேதைவக῀ ᾁறிᾷத உைரயாட᾿  

சேகாதரசேகாதரசேகாதரசேகாதர விᾰகிᾷதி᾵டᾱக῀ விᾰகிᾷதி᾵டᾱக῀ விᾰகிᾷதி᾵டᾱக῀ விᾰகிᾷதி᾵டᾱக῀ 
தமிழி᾿ ெவιறிகரமாக இயᾱᾁΆ, தமி῁ இைணயᾷᾐᾰᾁᾺ பயᾔ῀ள ஏைனய சேகாதர 
விᾰகிᾷதி᾵டᾱக῀ ᾁறிᾷத அறிᾙகΆ.  

• தமி῁ விᾰசனாி: தமிᾨᾰகான நᾌவᾺபᾌᾷதᾺப᾵ட பᾹெமாழி அகரᾙதᾢயாக இᾐ இᾞᾰᾁΆ 
பாᾱகிைன விளᾰᾁதᾤΆ விᾰசனாிைய அᾶᾊ ஏιப᾵ᾌ῀ள கைலᾲெசா᾿லாᾰக அைசவியᾰகΆ 
பιறிய சிᾠ அறிᾙகᾱகᾦΆ. 

• தமி῁ விᾰகிᾚலΆ: திறᾸத ᾗலைமᾲெசாᾷᾐᾰக῀, தமிழிᾹ ᾚல ᾓιகைள, அறிᾫ ᾚலᾱகைள 
இதᾹவழி இைணயᾷதி᾿ ைவᾷதிᾞᾺபதιகான வழிவைகக῀ ெதாட᾽பான உைரயாட᾿ 

• தமி῁ விᾰகிᾓ᾿க῀: திறᾸத நிைலயி᾿ ᾂ᾵ᾌைழᾺபாக ᾓιகைளᾷ தமிழி᾿ உᾞவாᾰᾁΆ 
வாᾼᾺᾗᾰக῀ பιறிᾜΆ அதιᾁ விᾰகி ᾓ᾿கைளᾺ பயᾹபᾌᾷᾐவதி᾿ ஏιபடᾰᾂᾊய ேபாதாைமக῀, 
நᾹைமக῀ ேபாᾹறனவιைற அறிதᾤΆ ேபாᾹறன. 

ெசᾼᾐகா᾵ட᾿ெசᾼᾐகா᾵ட᾿ெசᾼᾐகா᾵ட᾿ெசᾼᾐகா᾵ட᾿ 

விᾰகிᾖᾊயாᾫᾰᾁ பᾱகளிᾺபᾐ எᾺபᾊ எᾹபᾐ ᾁறிᾷத அᾊᾺபைடயிᾤᾞᾸதான ெசயᾹᾙைற விளᾰகΆ. 

மாநா᾵ᾊᾹ அரᾱகᾷதிᾹ சாᾷதியᾺபாᾌகைளᾺெபாᾠᾷᾐ இதைன வᾊவைமᾷᾐᾰெகா῀ளலாΆ.  

பிᾹவᾞΆ பᾊᾙைறக῀ உ῀ளடᾰகᾺபᾌΆ.  

• மாதிாிᾰக᾵ᾌைரக῀ உᾞவாᾰᾁத᾿ 

• திᾞᾷᾐத᾿  

• கᾶகாணிᾺᾗ நடவᾊᾰைககைள ேநரᾊயாகᾰ கᾶᾌண᾽த᾿ 

• மீᾊயா விᾰகி நைடயிய᾿ 

• கைலᾰகளᾴசிய நைட பιறிய அறிᾙகΆ 

ேபாᾹறன இதᾔ῀ அடᾰகΆ.  
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TAMIL LOCALIZATION,  

OPEN SOURCE SOFTWARE,  

TAMIL KEYBOARD 
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தமி῁ திறᾬιᾠ ெமᾹெபாᾞ῀க῀தமி῁ திறᾬιᾠ ெமᾹெபாᾞ῀க῀தமி῁ திறᾬιᾠ ெமᾹெபாᾞ῀க῀தமி῁ திறᾬιᾠ ெமᾹெபாᾞ῀க῀  

‘தமிழாதமிழாதமிழாதமிழா’ ேதாιறᾙΆ ெதாட᾽ᾲசிᾜΆேதாιறᾙΆ ெதாட᾽ᾲசிᾜΆேதாιறᾙΆ ெதாட᾽ᾲசிᾜΆேதாιறᾙΆ ெதாட᾽ᾲசிᾜΆ 
சிசிசிசி.மமமம.இளᾸதமி῁இளᾸதமி῁இளᾸதமி῁இளᾸதமி῁ 

(தமிழா ᾁᾨ - மேலசியா) 
email: elantamil@gmail.com  

 

திறᾬιᾠ ெமᾹெபாᾞ῀களிᾹ அவசியᾷைத உலகΆ உணர ெதாடᾱகி ெநᾌநா῀ ஆகிᾜΆ, தமி῁ தகவ᾿ 
தகவ᾿ ெதாழி᾿ᾒ᾵ப வள᾽ᾲசியி᾿ தமி῁ திறᾬιᾠ ெமᾹெபாᾞ῀களிᾹ வள᾽ᾲசி ᾁைறவாகேவ 
உ῀ளᾐ. இᾰக᾵ᾌைர தமி῁ திறᾬιᾠ ெமᾹெபாᾞளான ‘தமிழா’ ெமᾹெபாᾞளிᾹ 
வள᾽ᾲசிையᾜΆ,பயᾹபா᾵ᾊைனᾜΆ, எதி᾽ெகாᾶட சிᾰகᾢைனᾜΆ, சில தீ᾽விைனᾜΆ ᾙᾹ 
ைவᾰகிᾹறᾐ. 

ெபாᾐவாக க᾵டιற ெமᾹெபாᾞ῀களைணᾷᾐΆ இலவசமாகேவ கிைடᾰகிᾹறன.அᾐ க᾵ᾌᾺபாᾌக῀ 
அιறதாக, விᾌதைல மனᾺபாᾱைக அᾊᾷதளமாகᾰ ெகாᾶடதாக இᾞᾷத᾿ ேவᾶᾌΆ.ஒᾞ க᾵டιற 
ெமᾹெபாᾞளானᾐ, பிᾹவᾞΆ இய᾿ᾗகைள ெகாᾶᾊᾞᾷத᾿ ேவᾶᾌெமன ῄடா᾿ெமன 
ᾂறியிᾞᾰகிᾹறா᾽: 

• எᾸத ேநாᾰகᾷதிιᾁ ேவᾶᾌமானாᾤΆ ெமᾹெபாᾞைளᾺ பயᾹபᾌᾷᾐவதιᾁ உாிைம 
• ெமᾹெபாᾞைளᾺ பᾊᾺபதιᾁΆ மாιᾠவதιᾁΆ உாிைம  
• அᾌᾷதவᾞᾰᾁ உதᾫவதιகாக ெமᾹெபாᾞைளᾺ பᾊெயᾌᾰக உாிைம 
• ெமᾹெபாᾞைள ேமΆபᾌᾷதᾫΆ, அதைன சᾚகᾷதா᾽ அைனவᾞΆ பயᾹெபᾠவதιகாக 

ெபாᾐவி᾿ ெவளியிᾌவதιᾁΆ உாிைம 

இᾹᾠ கᾕ/ᾢனᾰῄ இயᾱᾁ தளᾷைதᾷ தவி᾽ᾷᾐ எᾶணιற பல க᾵டιற ெமᾹெபாᾞ῀க῀ நமᾰᾁᾰ 
கிைடᾰகிᾹறன .கᾕ/ᾢனᾰῄ ᾂட ெடபியᾹ, ெபேடாரா, ஒபᾹᾆேச, உᾗᾶᾌ என பல 
ெவளிᾛᾌகளாக உ῀ளன .இᾷதைகய ெமᾹெபாᾞ῀களி᾿ மிக ᾙᾰகியமானᾐ ஒபᾹ ஆᾖῄ 
(www.openoffice.org). ைமᾰேராசாᾺ᾵ ஆᾖῄ ேபாᾹற இΆெமᾹெபாᾞ῀ மிகᾫΆ சᾰதி வாᾼᾸதᾐ. 
தமிழிேலேய கிைடᾰகிᾹறᾐ . 

இᾰக᾵ᾌைர அΆெமᾹெபாᾞைளᾰ ெகாᾶᾌ உᾞவாᾰகᾺப᾵ட தமிழா ெமᾹெபாᾞைள பιறியᾐதாᾹ 
எᾹபதைனᾰ கᾞᾷதி᾿ ெகா῀ளᾫΆ. 

ஓபᾹ ஆᾖῄ தவி᾽ᾷᾐ, பய᾽பாᾰῄ (www.firefox.com), கிΆᾺ (www.gimp.org), எவᾥஷᾹ 

(www.dipconsultants.com/evolution/), டᾰῄ ெபᾼᾶ᾵ (www.tuxpaint.org) எᾹᾠ பல க᾵டιற 
 ெமᾹெபாᾞ῀கᾦΆ உ῀ளன ெமᾹெபாᾞ῀களிᾹ ᾙᾨைமயான ப᾵ᾊயைலᾰ காᾶக: 
http://directory.fsf.org/  

ஓபᾹ ஆபிῄ (OpenOffice.org) எᾹற அᾤவலக ெமᾹெபாᾞ῀ ெதாᾁᾺᾗ ஆᾁΆ .ஓபᾹ ஆபிῄ ஒᾞ 
க᾵டιற ெமᾹெபாᾞ῀; இலவசமாகேவ கிைடᾰகிᾹறᾐ; தமிழிேலேய கிைடᾰகிᾹறᾐ .சᾹ 
ைமᾰேராசிῄடΆῄ (Sun Microsystems) எᾹற நிᾠவனᾷதா᾿ ேமΆபᾌᾷதᾺப᾵ᾌ 2000 இ᾿ உலக 
மᾰகᾦᾰᾁ இΆெமᾹெபாᾞ῀ இலவசமாக ெகாᾌᾰகᾺப᾵டᾐ .கடᾸத ஒᾹபᾐ ஆᾶᾌ காலமாக, 
ப᾿லாயிரᾰகணᾰகான ஆ᾽வல᾽களா᾿ ஒபᾹ ஆபிῄ ெதாட᾽Ᾰᾐ ேமΆபᾌᾷதᾺப᾵ᾌ இᾹᾠ உலகிᾹ 
தைலசிறᾸத அᾤவலக ெதாᾁᾺᾗகளி᾿ ஒᾹறாக திக῁கிᾹறᾐ. 

தமிழா ெமᾹெபாᾞைள ᾙதழி᾿ உᾞவாᾰக எᾶணΆ ெகாᾶடவ᾽ தமி῁நா᾵ைடᾲ சா᾽Ᾰத ᾙᾁᾸதராᾳ 
அவ᾽க῀ அவ᾽கᾦடᾹ இைணᾸᾐ பல தமி῁/தகவ᾿ ெதாழி᾿ᾒ᾵ப ஆ᾽வல᾽க῀ இைணᾸᾐ தமிழா 
ᾁᾨவிைன ேதாιᾠவிᾷᾐ உᾞவாᾰகியᾐதாᾹ தமிழா ெமᾹெபாᾞ῀ ெதாᾁᾺபாᾁΆ. 
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சிᾰக᾿க῀ 

1. எᾨᾷᾐᾞ சிᾰக᾿ 
2. அைமᾺᾗ சிᾰக᾿ (Randering) 
3. கைலᾲெசாιக῀ 
4. Bug Report 

5. Review  

ெதாடᾰகᾷதி᾿ 2002- ᾿ இதைன உᾞவாᾰᾁΆ ெபாᾨதி᾿ ᾜனிேகா᾵ᾊ᾿ ெசயவதா அ᾿லᾐ திῄகியிᾤΆ 
ெசᾼவதா எᾹற சிᾰக᾿ எᾨᾸதᾐ .பிறᾁ இரᾶᾌ ᾁறிᾛ᾵ᾊᾤΆ பயᾹபᾌᾷᾐΆ வᾶணΆ 
வᾊவைமᾰகᾺப᾵டᾐ. 
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Abstract: Input method editors or IMEs provide a way in which text can be input in a 

desired language. Traditionally, IMEs are used to input text in a language other than 

English. Latin based languages (English, German, French, Spanish, etc.) are 

represented by the combination of a limited set of characters. Because this set is 

relatively small, most languages have a one-to-one correspondence of a single 

character in the set to a given key on a keyboard. When it comes to East Asian 

languages (Chinese, Japanese, Korean, Vietnamese etc.) and Indic languages (Hindi, 

Kannada, Gujarati etc.), the number of key strokes to represent an akshara can be 

more than one, which makes using one-to-one character to key mapping impractical. 

To allow for users to input these characters, several Input Methods have been devised 

to create Input Method Editors (IME). Indic-keyboards provides a simple and clean 

interface supporting multiple languages and multiple styles of input working on 

multiple platforms. XML based processing makes it possible to add new layouts or 

new languages on the fly. These features, along with the provision to change key 

maps in real time makes this software suitable for most, if not all text editing 

purposes. Since Unicode is used to represent text the software also works on most 

applications. The output of each key press is sent to the current focused window. This 

means that the software can be used in any application that can render Unicode.  

Objective 

The focus has been to develop a multilingual input method editor for Indic languages. The interface 

should be minimalistic in nature providing options to configure and select various languages and 

layouts. Configurability is inclusive of addition of new layouts or languages and option to enable or 

disable the software. Inputs can be based on popular keyboard layouts or using a phonetic style. 

Motivation 

• To provide a free software with an unrestrictive license. 

• Phonetic as well as popular layout support in a single package. 

• Need for a single multiplatform software. 

• Ease of configurability and customizability. 

Introduction 

Indic-keyboards – A Multilingual Indic keyboard interface is an Input Method Editor that can be used 

to input text all the Indic languages under Unicode, namely, Tamil, Hindi, Kannada, Telugu, Gujarati, 

Marathi, Bangla, Odiya, Gurumukhi, Malayalam. The input can follow the phonetic style making use 

of the standard QWERTY layout along with support for popular keyboard and typewriter layouts of 

Indic languages using overlays. The languages are encoded using the Unicode standard. It is multi-
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platform, currently designed to work on Microsoft Windows and Linux. The software uses Operating 

System specific Keyboard hooks to obtain characters from the keyboard and to print the Unicode to 

the current focused window. Eclipse SWT is used for the front end. XML is used to specify the 

language grammar and the Unicode equivalents for the languages. 

Design 
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Tamil: Tamilnet99, 
phonetic, etc 

Hindi: Remington, 

Phonetic, Inscript 

Kannada: KaGaPa, 

Phonetic, etc 

Key-Unicode 

mapping 

User 

Interface 

Key presses from 

focused window 

Output to 

focused window 

Interface 

KB Hook 



131 

Features 

• Phonetic as well as popular keyboard layouts. 

• XML based processing. 

• Dynamic module enabling addition of new KB layouts. 

• LINUX & WINDOWS. 

• No installation hassles. 

• System files are untouched. 

• No recompile necessary to add new KB layouts. 

• Phonetic key maps can be changed to suit user requirements. 

• User Interface for adding new layouts. 

• Open Source 

• Option to show image of the current Keyboard layout. 

Conclusion 

In conclusion, the project has been an attempt to having a very dynamic input method editor. The 

flexibility of adding new Indic languages on the fly, modification of the existing layouts, changing the 

key press - Unicode input combination for phonetic input and a host of many other features makes for 

very easy to use software. The main focus has been on flexibility; ease of use and to keep things to a 

minimum. Keeping that in mind, we have abstained from touching or modifying any system files as 

well as relieving the user of all installation hassles. From the user’s perspective, all one needs to do is 

download the files and run it. This also means the user can run the software through a pen drive, CD, 

DVD, hard disk or any media for that matter. The software being open source and licensed under the 

Apache 2.0 License, developers and users alike can modify, recompile, or rewrite the entire source and 

can also make these appendages closed source. Apache 2.0 license also allows developers to sell the 

modified code. All in all, a very dynamic, flexible, easy to use, clean, unrestrictive input method editor 

has been designed, which is multiplatform and multilingual.  
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Abstract: Localisation has become an active area in computer field and many 

organisations and individuals are localising software into their preferred languages. 

Different people use different localisation processes to do localisation. We cannot see 

much difference in the existing localisation processes. There can exist more than one 

localisation for a language. This difference may occur if localisers follow different 

glossaries and style guides. Many software are localised to Tamil language too. The 

aim of this paper is to describe a Tamil localisation process that is followed in Sri 

Lanka.  

Keywords : Tamil , Localisation, Localisation Process, Locale 

Background 

Localisation is the process of modifying products or services to account for differences in distinct 

markets including language and cultural differences [3]. In software domain, converting Graphical 

User Interfaces (GUI) to a language while considering local policies and cultural factors can be 

referred to as software localisation. With the boom of Free and Open Source Software (FOSS) many 

organisations and individuals have started to localise a number of FOSS operating systems and 

Application software [2]. FOSS offers a great deal of freedom in contributing to it so that many 

organisations and individuals come forward from all around the world to localise FOSS. And the 

number of languages a FOSS support also has become marketing factor now. Not only the FOSS 

organisations but also the proprietary software industries also do localise their software mainly to 

capture the markets.  

The language and other factors like date and time format, measurements, number formats, currency 

are collectivity referred to as locale, viz EN, en, en_US etc. A new locale is created when software is 

localised into a new language. Some organisations release their original software and they release the 

language packs separately, on the other hand some software are released directly as localised 

versions. These localised versions of software and languages packs are identified using locales. There 

are different naming conventions followed to name a locale. Mostly the locale name contains two-

letter notation according to the ISO 639-1 standard [11]. However when a single language is used in 

two places with different parameters mentioned above, then in addition to the ISO 639-1 language 

code, the ISO 3166 version of country codes [7] are also joined using an underscore or a hyphen. 

en_US and en_UK, en-US and en-UK are some examples for this naming convention. 
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Different organisations follow different processes to localise software. However the main steps 

involving in localisation include extracting the source files, translation, testing and packaging [8][6]. 

Since anyone can do the localisation and also many software need to be localised there are chances for 

lot of confusions and inconsistencies mainly in the translations and the way the words are translated. 

To overcome these issues few standards such as Glossaries and localisation style guides are used 

during the translation phase. Glossaries are well known documents which have alphabetical list of 

terms in a particular domain of knowledge with the translation of those terms. GUI may consist of 

many elements such as menus, dialog boxes, buttons, user messages etc. There are different factors 

that should be considered when translating these elements. Different organisations follow different 

policies in translating these elements. Style guides represent how these elements should be translated. 

Not only these elements but also the things like how to translate acronyms, how to assign access keys, 

what tense to be used and where these tenses to be used, what plural rules to be used are specified in 

Style guide [5]. 

Technologically there are many tools and techniques that have been introduced to ease the tasks in 

each phase of localisation process. Mainly in the tedious translation phase many tools have been used 

based on the type of source files. For example to translate Portable Object (PO) files, the tools like 

POEdit, Pootle can be used [13]. During the translation the localisers may come across the terms that 

may repeat and also the terms that have been translated already for different software. The technique 

called translation memory makes it possible to reuse such terms. Many Computer Aided Translation 

tools support for these techniques to automate the translation to some extent. Since the localisation is 

not just dictionary translation, translation tools may not be useful in this context.  

Localisation efforts in Sri Lanka  

Localisation is very important in developing countries and it gives many benefits [1]. Specially the 

FOSS localisation not only lets users to use the software in local language, but also allows users to 

have the software free of charge [2]. Being a developing country Sri Lanka, is estimated to have an 

overall English Literacy of around 20% while the overall literacy rate is 90.6% [4]. Therefore the local 

language computing definitely reduces the digital divide that was caused due to the language barriers 

in Sri Lankan context as well. There are many efforts that have been made to localise Software in 

Sinhala and Tamil. In Sinhala there are lot of efforts to localise Operating Systems and Application 

Software. Presently FOSS application software such as Mozilla products, Joomla!, Moodle, GeoGebra, 

Squirrel Mail etc are being translated in to Tamil. Also localised versions of supporting materials are 

prepared in both languages [12]. 

Tamil localisation in Sri Lanka 

Tamil is an official language in India, Sri Lanka and Singapore [10]. However Tamil people are 

scattered all around the world. There are many efforts that have been made to localise system 

software and application software in Tamil all around the world. Locales ‘ta’ and ‘ta_IN’ or ‘ta-IN’ 

were there when we entered to the localisation arena. Glossaries are identified as a key element in 

localisation which helps to translate the strings. India – Tamil Nadu and Sri Lanka follow different IT 

– Tamil glossaries and therefore for a single IT term, we may get two different translations. There was 

a glossary published by Sri Lankan Official Language Commission with the collaboration of Indian 

scholars and Sri Lankan scholars. Even in that collaborative effort for many IT terms two Tamil 

translations, one for Indian -Tamil Nadu and one for Sri Lanka, are given.  
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Style guide is another important element in localisation and we had some disagreements with the 

style guides that were used in other Tamil localisation.  

There are some features that were not very appropriate in the Sri Lankan context. For example, in 

Mozilla Firefox we can define custom features like search engines, feeds etc which are local to a 

country. Search engines that are defined for India will help to search Indian news and matters. 

Therefore there was a need to go for new locale.  

In addition to that, some organisations strictly follow the combined version of ISO 639-1 and ISO 3166 

to define locales. For example Joomla! is one of such organisations, which defines locale in this 

combined format.  

Due to the uniqueness in glossary, style guide, technical requirement and standard policies the Tamil 

localisation efforts that are being taken in Sri Lanka are identified using the locale name ta-LK or 

ta_LK. The ISO 639-1 language code alone is not meaningful enough to define the locale name. 

Many application software are localised into Tamil language and it has been used in Sri Lanka as well 

as in other parts of the world. Most of the Tamil Localisations are being done at the University of 

Moratuwa, Sri Lanka. Not only the software GUI Localisations but also the user manuals are being 

prepared.  

Localisation Process 

At the University of Moratuwa we practice a particular localisation process similar to those who are 

mastering the field of localisation in other parts of the world. Here most of the phases of the process 

are handled using Pootle, a FOSS tool. The detail phases in the localisation process can be given as 

follows: 

1. Identify the Software that needs to be localised and analyse the feasibility of localising it. Contact 

the respective organisations and inform them 

2. Get the language source files and identify the appropriate tools to do the translation 

3. Assign tasks to translators and get untranslated strings translated. Initially they use translation 

memory to translate the language strings. 

4. Review the translated strings, mainly for spelling mistakes and policy mismatch 

5. Package the translated files and compile the localised version of the software 

6. Get the localised version of the software reviewed by people who are really going to use that 

software 

7. Submit the localised version to the respective organisation and make the localised version 

available to the public 

8. Prepare the required supporting materials like user manual or short guides 

9. Spread local applications and take them to end users 

10. Maintain the language packs and update them with the new versions and feedbacks from end 

users 

The software is identified depending on the requirements and most of the time FOSS applications are 

selected. Next the localisation methodology is analysed. If it is feasible to do the localisation then it is 
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initiated. If there are many modules to be localised then only the essential parts of the modules are 

identified at the first phase of localisation. After that the tools are selected based on the format of the 

language source files. There are software for which we may need to use their own translation IDE. 

However, most of the language source files support for PO format. Therefore Pootle is being used to 

handle the localisation process in our context.  

Once the language source files are identified then those files are added to the Pootle server and they 

are assigned to the translators. Then the translators download those files to their local machines and 

do the initial automatic translation using the translation memory. Then they carry on and translate the 

untranslated strings using our glossary and the style guide. 

The IT- Tamil glossary published by Sri Lanka Official Language Commissions in 2000 is outdated 

now. Not only a lot of new terms have introduced after the year of 2000 but also some of the existing 

translated words in that glossary are not very appropriate. Therefore, based on that glossary we are 

continuously building a new set of terms and also we add new terms to the new glossary that we are 

building. For preparing this glossary we follow a separate process and that is not in the scope of this 

paper.  

We also have our own style guide according to which our translators do the translations. Compared to 

other style guides that are used in Tamil localisation our style guide has some notable differences. 

These are due to our contextual need. The main differences are, 

• Provide access keys in English: This is because Sri Lanka is a country where three languages 

including English are in use. Therefore producing a keyboard in one language is not feasible, 

especially for government and public sectors. The standardised keyboard is a trilingual keyboard. 

If we provide access keys in Tamil it may be difficult to switch to Tamil language before each time 

access the menu. This may increase the work for user rather than reducing it. 

• Write English acronyms in English itself, but may write them in Tamil within braces if necessary: 

This is because the transliterated form of English acronym may give funny meaning in Tamil. 

Therefore we write them fully in Tamil or let them in English. 

• Do not transliterate and write names in Tamil, but may write transliterated version in braces: 

Again we do not transliterate names as they may give wrong pronunciation. But if it is really 

necessary we give the transliterated version in braces. 

Once the translation phase is over the translated strings are reviewed. A team is formed for this and it 

reviews the translated strings. Then only it is built into the final product. Again the localised product 

is given to users who are really going to use that software. Then with the suggestions from the 

reviewers the translation is committed to the relevant organisations and released for public use. 

Along with the translation of the software, the supporting materials such as user manuals or very 

short guides are also prepared in Tamil to provide support to a novel user. The prepared localised 

manuals are also released to the public.  

A number of roles should be played by a team of people throughout this localisation process. 

Translation project managers, project owners, translators, linguistics, manual authors, supervisors and 

end users are the main roles in our localisation process. Moreover none of these works is one time 

work. Hence the process continues by maintaining the translations and taking feedbacks from the end 

users. These feedbacks are incorporated in the successive releases of the software. 
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However much effort is put into a localisation work it has less or no worth until it reaches the proper 

audience. This crucial phase is not practiced in any other localisation process. Apart from carrying out 

the localisation, we also do local application awareness programs all around the country. Several such 

programs have been held successfully in Schools and in Universities in Sri Lanka. The aim of these 

awareness programs is not only to introduce the localised version of the software but also to motivate 

users to use the local applications. In some situations we also give rewards to motivate users. 

Success stories 

There are many FOSS software that have been translated to Tamil language and they are being used 

by a range of users in Sri Lanka, from schools kids to university students. There are people who have 

come up with web sites after the introduction of local applications. Also as trainers we could see the 

enthusiasm of the people about localised software during the awareness sessions [12]. Mozilla Firefox, 

Mozilla Thunderbird, Moodle, Joomla!, SquirrelMail, Horde, GeoGebra are some applications that 

have been successfully translated using the localisation process that is discussed in this paper. 

Not only these software but also the user manuals for these applications have been prepared. These 

are available in electronic format [12] and also in hard copy format. We continuously revise and 

update the manuals as well as the software..  

Another success factor of our localisation efforts would be the number of hits that these software 

releases get over the internet. Among the above mentioned software Mozilla Firefox, Joomla! and 

Moodle have got the popularity all over world. These have been used by many people in Sri Lanka as 

well as people living in other countries. Out of the above mentioned software, Mozilla Firefox got the 

highest success and it was downloaded by more than 21 000 people [9].  

Conclusion 

Through the experiences and outcomes we can say that our localisation process is a successful one. 

Specially, taking the local applications to the people is a very important phase in it. This will increase 

the usage of local applications as well as improve the computer literacy.  
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கணினி மιᾠΆ இைணயΆ ேபாᾹறவιறிᾹ பாவைனயி᾿ தமி῁ ெமᾹெபாᾞ῀களிᾹ இᾞᾺᾗΆ 
பாவைனᾜΆ ெதாட᾽பாக Õதமி῁ ெமᾹெபாᾞ῀கᾦΆ மᾰக῀ பாவைனᾜΆ’  எᾹற தைலᾺபிலான இᾸத 
க᾵ᾌைர ஆராயவிᾞᾰகிறᾐ. கடᾸத 7 வᾞடᾱகளாக கணினி, இைணயΆ ேபாᾹறவιறிᾹ தமி῁ 
பாவைனயாள᾽கᾦடᾹ எனᾰᾁ இᾞᾸᾐவᾸத ெநᾞᾰகமான ெதாட᾽ᾗ இᾸதᾰ க᾵ᾌைரைய வைரவதιᾁ 
ᾑᾶᾌதலாக அைமᾸதᾐடᾹ இᾱேக ஆராᾜΆ விடயᾱகளிᾹ உᾶைமᾷதᾹைமையᾜΆ 
நியாயᾺபᾌᾷᾐΆ. 

ᾙதலாவதாக, கணினி மιᾠΆ இைணயᾺ பாவைனயி᾿ தமி῁ ெமᾹெபாᾞ῀களிᾹ இᾞᾺᾗ ெதாட᾽பாக 
ஆராᾜΆேபாᾐ பிரதானமாக விடயᾱகளாக பிᾹவᾞவன எᾌᾷᾐᾰெகா῀ளᾺபᾌகிᾹறன. 

தιெபாᾨᾐ பாவதιெபாᾨᾐ பாவதιெபாᾨᾐ பாவதιெபாᾨᾐ பாவைனயி᾿ உ῀ள தமி῁ ெமᾹெபாᾞ῀க῀ைனயி᾿ உ῀ள தமி῁ ெமᾹெபாᾞ῀க῀ைனயி᾿ உ῀ள தமி῁ ெமᾹெபாᾞ῀க῀ைனயி᾿ உ῀ள தமி῁ ெமᾹெபாᾞ῀க῀ 

தιெபாᾨᾐ பாவைனயி᾿ பல தமி῁ ெமᾹெபாᾞ῀க῀ உ῀ளன. இவιறி᾿ தமிழிைன பாவிιபதιகான 
ஒᾞெதாᾁதி ெமᾹெபாᾞ῀கᾦΆ தமிழி᾿ பாவிᾺபதιகான ஒᾞ ெதாᾁதி ெமᾹெபாᾞ῀கᾦΆ அடᾱᾁΆ. 
தமிழிைன பாவிᾰᾁΆ ெமᾹெபாᾞ῀களி᾿ தமிழி᾿ த᾵டᾲᾆ ெசᾼவᾐ, மிᾹனᾴச᾿ அᾔᾺᾗவᾐ, 
இைணய அர᾵ைடயிᾹேபாᾐ எனᾫΆ தமி῁ ெசா᾿திᾞᾷதி, ைகெயᾨᾷᾐ உணாி, தமி῁ அᾲெசᾨᾷᾐ 
உணாி எனᾫΆ பலவைகயானைவ உ῀ளன. அᾌᾷᾐ, ஏைனய அைனᾷᾐ ெமᾹெபாᾞ῀கᾦΆ தமி῁ 
இைடᾙகᾺᾗடᾹ வᾞΆெபாᾨᾐ அைவ தமிழி᾿ பாவிᾰᾁΆ ெமᾹெபாᾞ῀க῀ என கᾞதᾺபᾌΆ. 

அᾸத ெமᾹெபாᾞ῀க῀ தιேபாைதய ேதைவைய ᾘ᾽ᾷதிஅᾸத ெமᾹெபாᾞ῀க῀ தιேபாைதய ேதைவைய ᾘ᾽ᾷதிஅᾸத ெமᾹெபாᾞ῀க῀ தιேபாைதய ேதைவைய ᾘ᾽ᾷதிஅᾸத ெமᾹெபாᾞ῀க῀ தιேபாைதய ேதைவைய ᾘ᾽ᾷதிெசᾼகிறதாெசᾼகிறதாெசᾼகிறதாெசᾼகிறதா? 
தιேபாᾐ பாவைனயி᾿ உ῀ள இῂவாறான தமி῁ ெமᾹெபாᾞ῀க῀ மᾰகளிᾹ தιேபாைதய ேதைவைய 
ᾘ᾽ᾷதிெசᾼகிறதா எᾹறா᾿, இ᾿ைல எᾹபேத அதιகான பதிலாக கிைடᾰᾁΆ. இᾺெபாᾨᾐ உ῀ள 
ெமᾹெபாᾞ῀களி᾿ பல பாிேசாதைன நிைலயிᾤΆ, மᾰகளிᾹ உᾶைமயான ேதைவைய 
ᾘ᾽ᾷதிெசᾼவதாக இ᾿லாமᾤேம இᾞᾰகிᾹறன. 

ேமேமேமேமலதிகமாக எῂவாறான ேதைவக῀ உ῀ளனலதிகமாக எῂவாறான ேதைவக῀ உ῀ளனலதிகமாக எῂவாறான ேதைவக῀ உ῀ளனலதிகமாக எῂவாறான ேதைவக῀ உ῀ளன 

தமி῁ ெமᾹெபாᾞ῀கைள ெபாᾠᾷதவைரயி᾿ மᾰகளிᾹ உᾶைமயான ேதைவக῀ எᾹᾠ 
பா᾽ᾰᾁΆெபாᾨᾐ பிரதானமாக அவ᾽க῀ சா᾽Ᾰᾐ῀ள பிரேதசᾷைதᾺெபாᾠᾷᾐ இரᾶᾌ வைகᾺபᾌΆ. 
ᾗலᾷதி᾿ உ῀ள மᾰக῀, அதாவᾐ இலᾱைக மιᾠΆ இᾸதியாவி᾿ உ῀ள மᾰகைளᾺ ெபாᾠᾷதளவி᾿ 
தமிழி᾿ பாவிᾰᾁΆ ெமᾹெபாᾞ῀களிᾹ ேதைவேய அதிகமாᾁΆ. ஏெனனி᾿ ஆᾱகிலᾷதி᾿ உ῀ள 
ஏைனய ெமᾹெபாᾞ῀கைள பாவிᾺபதி᾿ அவ᾽களிᾹ ெமாழி அறிᾫ தιெபாᾨᾐ ெபᾞΆ தைடயாக 
இᾞᾰகிறᾐ. ஆனா᾿ ᾗலΆெபய᾽ மᾰகைள ெபாᾠᾷதளவி᾿ தமிழிைனᾺபாவிᾰᾁΆ ெமᾹெபாᾞ῀கேள 
பிரதான ேதைவயாக இᾞᾰகிᾹறᾐ. இᾸத இᾞ வைககளிᾤΆ இᾺெபாᾨᾐ பாவைனயி᾿ உ῀ளைவ 
ஒᾞசிலேவ. 

அவιஅவιஅவιஅவιறிைன எῂவாᾠ நிவ᾽ᾷதிெசᾼயலாΆறிைன எῂவாᾠ நிவ᾽ᾷதிெசᾼயலாΆறிைன எῂவாᾠ நிவ᾽ᾷதிெசᾼயலாΆறிைன எῂவாᾠ நிவ᾽ᾷதிெசᾼயலாΆ 
தιெபாᾨᾐ உ῀ள ெமᾹெபாᾞ῀கைள சாியான ᾙைறயி᾿ வாிைசᾺபᾌᾷᾐவதᾹ ᾚலΆ இᾹனᾙΆ 
மᾰகᾦᾰᾁ ேதைவயாக உ῀ள ெமᾹெபாᾞ῀கைள இலᾁவாக அைடயாளᾺபᾌᾷத ᾙᾊᾜΆ. அῂவாᾠ 
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அைடயாளᾺபᾌᾷதᾺப᾵ட ெமᾹெபாᾞ῀கைள சாியான ᾙைறயி᾿ ஆᾼᾫெசᾼᾐ ெமᾹெபாᾞ῀ 
வᾊவைமᾺபாள᾽களிιᾁ ெகாᾌᾺபதᾹᾚலΆ சிறᾸத ெமᾹெபாᾞ῀களிைன மᾰகளிιᾁ தரᾙᾊᾜΆ. 

அᾌᾷததாக, கணினி மιᾠΆ இைணயᾺ பாவைனயி᾿ தமி῁ ெமᾹெபாᾞ῀களிᾹ பாவைன எᾹᾠ 
பா᾽ᾷதா᾿ பாவைனயாள᾽கேள கᾞᾷதி᾿ ெகா῀ளᾺபடேவᾶᾊயவ᾽க῀. அᾸதவைகயி᾿,  

பாவைனயி᾿ உ῀ள தமி῁ ெமᾹெபாᾞ῀க῀ சாியான ᾙைறயி᾿ பாவைனயாள᾽களிΆ பாவைனயி᾿ உ῀ள தமி῁ ெமᾹெபாᾞ῀க῀ சாியான ᾙைறயி᾿ பாவைனயாள᾽களிΆ பாவைனயி᾿ உ῀ள தமி῁ ெமᾹெபாᾞ῀க῀ சாியான ᾙைறயி᾿ பாவைனயாள᾽களிΆ பாவைனயி᾿ உ῀ள தமி῁ ெமᾹெபாᾞ῀க῀ சாியான ᾙைறயி᾿ பாவைனயாள᾽களிΆ 
ெசᾹறைடᾸதிᾞᾰகிறதாெசᾹறைடᾸதிᾞᾰகிறதாெசᾹறைடᾸதிᾞᾰகிறதாெசᾹறைடᾸதிᾞᾰகிறதா? 
தιெபாᾨᾐ பல விதமான உய᾽ பாவைனᾷதிறᾹ ெகாᾶட தமி῁ ெமᾹெபாᾞ῀க῀ உ῀ளேபாதிᾤΆ 
அைவ ெபᾞΆபாலான மᾰகளிடᾹ ெசᾹறைடயவி᾿ைல எᾹபேத உᾶைம. இதιᾁ உதாரணமாக, 
சாதாரணமான தமி῁ த᾵டᾲᾆᾰᾁ உதᾫΆ ெமᾹெபாᾞ῀ᾂட ெபᾞΆபாலான தமி῁ கணினி மιᾠΆ 
இைணயᾺ பாவைனயாள᾽கᾦᾰᾁ ெதாிᾸதிᾞᾰகவி᾿ைல எᾹபைதேய ᾁறிᾺபிடலாΆ. 

இῂவாறான ெமᾹெபாᾞ῀க῀ சாியான இῂவாறான ெமᾹெபாᾞ῀க῀ சாியான இῂவாறான ெமᾹெபாᾞ῀க῀ சாியான இῂவாறான ெமᾹெபாᾞ῀க῀ சாியான ᾙைறயி᾿ பாவைனயாள᾽களிᾙைறயி᾿ பாவைனயாள᾽களிᾙைறயி᾿ பாவைனயாள᾽களிᾙைறயி᾿ பாவைனயாள᾽களிடΆ டΆ டΆ டΆ 
ெசᾹறைடயாைமᾰகான காரணᾱக῀ெசᾹறைடயாைமᾰகான காரணᾱக῀ெசᾹறைடயாைமᾰகான காரணᾱக῀ெசᾹறைடயாைமᾰகான காரணᾱக῀ 

எமᾐ தமி῁ ெமாழியானᾐ பல ெபᾞைமகᾦᾰᾁ உாிய ெமாழி. தமிழிைன ஒᾞ ெமாழியாக ம᾵ᾌΆ 
கᾞᾐவேதாᾌ நிιகாம᾿ எமᾐ கᾫரவமாகᾫΆ அைத பா᾽ᾰகிேறாΆ. எனேவ தமி῁ ெமாழியி᾿ நாΆ 
உᾞவாᾰᾁΆ ெமᾹெபாᾞ῀களிைன வ᾽ᾷதகாீதியாக பா᾽ᾰகாம᾿ ெமாழிᾰᾁ ஆιᾠΆ ஒᾞ 
ேசைவயாகேவ கᾞதᾺபᾌகிறᾐ. இதனா᾿ அᾸத ெமᾹெபாᾞ῀களிைன உᾞவாᾰᾁவᾐடᾹ தமᾐ 
கடைம ᾙᾊᾸᾐவிᾌவதாக பல᾽ கᾞᾐகிᾹறன᾽. மᾰகᾦᾹ இῂவாறான ெமᾹெபாᾞ῀களிைன 
கா᾵சிᾺெபாᾞ῀களாக பா᾽ᾰகிறா᾽கேளயᾹறி பாவைனᾰகானதாக உணரவி᾿ைல. 

எῂவாᾠ எῂவாᾠ எῂவாᾠ எῂவாᾠ சகல தமி῁ மᾰகளிடᾙΆ இᾸத தமி῁ சகல தமி῁ மᾰகளிடᾙΆ இᾸத தமி῁ சகல தமி῁ மᾰகளிடᾙΆ இᾸத தமி῁ சகல தமி῁ மᾰகளிடᾙΆ இᾸத தமி῁ ெமᾹெபாᾞ῀கைள ெகாᾶᾌெமᾹெபாᾞ῀கைள ெகாᾶᾌெமᾹெபாᾞ῀கைள ெகாᾶᾌெமᾹெபாᾞ῀கைள ெகாᾶᾌ 

ேச᾽ᾰகலாΆேச᾽ᾰகலாΆேச᾽ᾰகலாΆேச᾽ᾰகலாΆ 
இᾸத தமி῁ ெமᾹெபாᾞ῀கைள மᾰகளிடΆ ெகாᾶᾌேச᾽ᾰக ேவᾶᾌமானா᾿ ᾙதலாவதாக 
அவιறிைன சாியானᾙைறயி᾿ வாிைசᾺபᾌᾷதி அைனவᾞΆ ெதாிᾸᾐெகா῀ᾦΆவைகயி᾿ 
ைவᾰகேவᾶᾌΆ. ேமᾤΆ மᾰகளிᾹ ேதைவக῀ அறிᾸᾐ அவιறிைன ᾘ᾽ᾷதிெசᾼயᾰᾂᾊயான 
ெமᾹெபாᾞ῀களிைன உᾞவாᾰகேவᾶᾌΆ. அᾐம᾵ᾌம᾿லாம᾿, கணினிᾺபாவைன மιᾠΆ தமி῁ 
ெமᾹெபாᾞ῀க῀ ெதாட᾽பாக மᾰக῀ விழிᾺᾗண᾽விைன ஏιபᾌᾷதேவᾶᾌΆ. 

பாவைனயாள᾽களிபாவைனயாள᾽களிபாவைனயாள᾽களிபாவைனயாள᾽களிடΆ இᾞᾸதான சாியான பிᾹᾕ᾵டΆடΆ இᾞᾸதான சாியான பிᾹᾕ᾵டΆடΆ இᾞᾸதான சாியான பிᾹᾕ᾵டΆடΆ இᾞᾸதான சாியான பிᾹᾕ᾵டΆ 
இைவ எ᾿லாவιறிιᾁΆ ேமலாக, தιெபாᾨᾐ῀ள ெமᾹெபாᾞ῀களிᾹ பாவைனயாள᾽களிடΆ 
அைவெதாட᾽பான சாியான பிᾹᾕ᾵டᾱகைள ெபιᾠ பாவைனயிᾤ῀ள ெமᾹெபாᾞ῀களிைன உாிய 
ᾙைறயி᾿ ேமΆபᾌᾷᾐவᾐΆ ஒᾞ பயᾔ῀ள ெசயιபாᾌ. 

ேமᾤΆ, ᾗலᾷதி᾿ உ῀ள தமிழ᾽ (இலᾱைக, இᾸதியா), ᾗலΆெபய᾽ தமிழ᾽ என இரᾶᾌ பிாிᾫகளாக 
தமி῁ ெமᾹெபாᾞ῀ பாவைனயாள᾽கைள பா᾽ᾰகலாΆ. தமி῁ ெமᾹெபாᾞ῀ ெதாட᾽பி᾿ இᾸத இரᾶᾌ 
பிாிவினᾞᾰᾁமான ேதைவக῀, பாவைனᾙைற எᾹபன மிகᾫΆ மாᾠப᾵டைவ. அதைன 
கᾞᾷதி᾿ெகாᾶᾌ எῂவாறான ᾗதிய ெமᾹெபாᾞ῀களிᾹ உᾞவாᾰகΆ ெதாட᾽பான கᾞᾷᾐᾰக῀. 

ெமாᾷதᾷதி᾿, கணினி மιᾠΆ இைணயᾺ பாவைனயி᾿ தமி῁ ெமᾹெபாᾞ῀களிᾹ இᾞᾺᾗΆ 
பாவைனᾜΆ எᾹபᾐ ெதாட᾽பாக ஆராᾼவதᾹᾚலΆ தιேபாᾐ உ῀ள தமி῁ ெமᾹெபாᾞ῀கைள 
சாியான மᾰக῀ பாவைனᾰᾁ ெகாᾶᾌெச᾿வᾐடᾹ மᾰகᾦᾰᾁ ேதைவயான சாியான ᾗதிய தமி῁ 
ெமᾹெபாᾞ῀கைள உᾞவாᾰᾁவதிᾤΆ கவனᾷைத ெசᾤᾷதᾙᾊᾜΆ. 
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Inside Tamil Unicode 

Tamil Inayam 2009 

Sinnathurai srivas 

Document No: Arai/2u Version: 2.2  Date: 15/10/2009 

 

Document Purpose 

Titling the document as “Inside Tamil Unicode”, the author intends to interpret, analyse and detail the 

inner assignment of character codes in Tamil Unicode Encoding and expand on how this 

understanding can be applied to the development of Tamil software and Unicode Tamil font. As the 

author comes from a background of Computing and Information Technology development coupled 

with a long term involvement in researching the ins and outs of Tamil Alphabet and phonology, this 

paper intends on detailing the technical and cultural merits of the current Tamil Unicode encoding 

and opens up thoughts on future encoding enhancements.  

Audience 

This paper together with a presentation on stage specifically targets Tamil Computing related 

software development, complex rendering processing, Tamil Unicode and Indic Unicode font 

development, speech recognition using Tamil alphabet system, Tamil pronunciation dictionary, spell 

and grammar check for Tamil, and any one interested in Tamil as a language. This document also 

touches on the authors’ long proclaimed interpretations of the definitions of Tamil alphabet/ezuththu 

and thoughts on Ezuththuch chiirmai. 

Background 

INFITT is the technical institution that works hand in hand with Unicode Consortium, Tamil Nadu 

government, Tamil IT related government organisations of the world, Tamil and other universities, 

and Tamil computing related software and hardware developers, along side Unicode Consortium. 

This paper is intended for describing technical and cultural information to anyone who chooses to use 

it. 

Unicode Consortium is the international institution tasked with standardising all languages of the 

world for enabling the standard international multilingual computing. Tamil Unicode is already a 

working entity in Computing and the works in progress are for enhancing and facilitating a totally 

empowering Tamil computing environment. 

The following topics are covered in this presentation. 

• Unicode as a Linear Encoding 

• Introducing Fallback Unicode characters to match the linear encoding 

• Linear encoding as an extension of Tolkappiyam 

• The need for complex rendering and the displaying/printing of Tamil 

• Tamil in cut down versions of OS and domestic appliances 

• Simplifying sorting process and code point for inherent “a”. 

• Pulli vs Virama 
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• Matra vs Matrai 

• Extra long vowels, kuTTiyal, Matrai 

• Deprecating the duplicate “au” marker 

• Eliminating the alternative aravu usage with combining ee and oo. 

Inside Tamil Unicode 

Tamil Grammar and Liner Unicode Encoding 

Ancient Tamil grammar Tolkappiyam, which is also the contemporary Tamil Grammar, defines 30 

alphabet (ezuththu) and 3 markers as the entities used in Tamil writing system. It is important to note 

that unlike any other languages of the world, Tamil writing system names the “Places of 

Articulation/Birth” (Pirappidam) in human organs, which generate speech sounds/phonemes, and 

defines those Places of Articulation (PoA) as alphabet. It is also important to note that each alphabet 

represents a spectrum of phonemes generatable by its PoA.  

The thirty alphabets are divided into two types as 18 consonants and 12 vowels. Consonants 

(mey/physique) are the covered physical organs of the PoA while vowels (uyr/soul) are the covered 

places of articulation. The vowel is believed to agitate the consonant to live for a suitable matrai/time-

interval and vowel can also spring to live on its own to a required matrai. However, the consonant in 

general is thought incapable of springing to live on its own; hence in Tamil, consonant conjuncts are 

thought scientifically as non-existent. However, Tamil defines near-voiceless/kuRRiyal vowels as 

enabling factor for consonant-conjuncts.  

Unicode is yet to encode kuTTiyal markers and matrai/timing markers as defined in Tamil 

Grammar. In day-to-day usage, Tamil is believed to contain countless number of phonemes because of 

the scalable nature of each PoA. A request for the use of diacritic-markers to define phonemes into 

sub-spectrum ranges is yet to be made, probably by INFITT. This will be useful for activities such as 

pronunciation dictionaries and speech recognition interpreters. 

Unicode encodes thirty alphabets and one marker (aytham) as the basic Tamil character set. This is 

called linear encoding. The philosophy of 30 characters is in sync with Tamil grammar. Additionally a 

few Tamil-Granta characters are also encoded within the Tamil Unicode code range. Though it is in 

day-to-day usage, Tamil-Granta however does break the principle that alphabets in Tamil represent 

scalable PoA and not phonemes. 

In theory the processing of Tamil data is achievable at linear Plain-1 level. This would imply, for 

example sorting of Tamil text is processed at 16bit Plain-1 without consideration for any complex 

processing of 32bit and beyond. In theory, for Tamil, only display and printing should be processed 

using complex rendering at 32bit and beyond.  

However, due to present state of operating system design shortcomings and shortcomings within 

Unicode (additions) definitions, complex processing is also required for a very few instances of 

processing in Tamil software, in addition to print and display processing. A fix for these shortcomings 

cannot be expected in the immediate future.  

Therefore, when architecting software solutions, one need to decide if linear processing requirements 

and complex processing requirements can be modularised so that about 99% of the development tasks 

can be simplified to 16bit processing. Some of the shortcomings in Unicode definitions can be listed as 

“X as the only one complex conjunct in Tamil”, “ duplicate au-marker”, and clearance for the use of 
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duplicate “combu-markers”, which cause unnecessary software development initiatives, when Tamil 

could be developed simply at 16bit level. Inherent “a” is currently not encoded for any of the Indic 

languages.  

For now, developers can assign their own code point to inherent “a” so that software routines for 

sorting Tamil can be made virtually a simple task. All of the shift and pull operations required to sort 

in complex requirement, because of the lack of inherent “a” code point, will become a simple task once 

a code point is assigned for inherent “a”.  

There are written materials that talk about the discussions took place in the ancient time about the 

pros and cons of the use of inherent “a” and visible “combing “a”. The debate still goes on and that 

requires the facility to express the various theories on the pros and cons. It is therefore necessary to 

encode inherent “a” with an alternative visible “a” form and its usage be permitted for research and 

software processing purposes.  

Software developers need to understand that in Tamil Unicode there are no “combukaL ( )”; there 

is no “sangkili kombu ( )”; there are no “uhara-mey nor uuhaara-mey ( )”. The uyr-

meykaL that appear on print and on screen are not really there. They are only software illusions. Once 

a software developer understands this phenomenon, the development cycle would become a walk 

through exercise. However, erroneously encoded secondary “au marker U+0bd7” in Unicode is real 

and this can cause havoc if its behaviour is not understood properly. Note that the primary “au 

marker U+0bcc” behaves normally like any other combining vowels and it is fully fit for purpose.  

As depicted in the image below, all the real combining vowel markers only combine with consonants 

from the right. This is in line with Tamil Grammar, while the contemporary written Tamil combining 

vowels misleadingly combines with consonants from left or right or top or bottom or left & right and 

even manufactures new shapes (u-haram, uu-haaram). For software development purposes 

misleading appearances can be discarded and grammatical definitions of alphabet can be utilised.  

To graphically represent the linear nature of combining vowels in Unicode/Tolkappiyam the letters’ 

shapes “ ” are recommended. All of these shapes combine with consonants, visibly on 

the right side, as logically coded in Unicode/Tolkappiyam. When there is a lack of complex rendering 

OS interface, Tamil need to use these linear forms of the combining vowels. Simple electronic devices 

would always lack complex rendering facility. Displaying the deformed combukaL in these instances 

would be an utter degrading experience.  

Some examples of utter degrading Unicode displays are . As 

the simple electronic devices are always going to be in existence, Unicode standard should allow the 

Fllback characters of combining vowels as  and not as degrading 

. 

The picture below provides a conscious guide to what is encoded in Unicode, what need to be 

encoded in Unicode, what need to be deprecated out of Unicode, what need to be clarified as external 

to Tamil and also gives a head start for Tamil character reform in line with Tholkappiyam. 
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A long standing claim by me is that CombukaL in Tamil are a highly illogical, disruptive and 

retarding influencers that were introduced in recent times by Viramamuni, because of his lack of 

understanding of Tamil, even though intentions were good. So the combukaL related linear 

representation can be made part of Tamil character reform. It is scientific, logical and simple if all 

combining vowels take position on the right side of consonant, naturally. For this reason, proposed 

linear characters can be classed as potentially an important item in the Tamil character 

reinstatement/reform agenda. The withering of u-hara meykaL and uu-haara meykaL will also come 

natural, if Unicode fallback characters are made part of any reform agenda. 

Numerous phonemes/sounds exist and are used in day to day language. Each PoA generates a 

number of phonemes. Diacritic markers are essential to document and communicate the use of these 

phonemes and also to publish pronunciation dictionaries. New Unicode code point ranges need to be 

allocated for Tamil diacritics or the feasibility of using the existing diacritic markers in Unicode for 

Tamil with the defined diacritic glyph shape and positions need to be considered. (Unicode code 

range U+0300 to U+036f. The PoA/pirappidam “த” for example, generates multiple phonemes such 
as . The phoneme  is not proved to exist in any other languages. Though some say 

some use this phoneme  in the word father rather than the phoneme . The PoA/pirappidam “அ” 

for example, generates multiple phonemes such as  and . The effect of 

diacritics when combining before or after a Tamil character also need thorough investigation, because 
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of the nature of disruptive combining vowels in Tamil, joining the consonants in every direction in a 

non-uniform fashion.  

In Unicode, the character Virama for other Indic languages was erroneously assumed to have similar 

properties to the puLLi character in Tamil. However, there are considerable differences between 

Virama and puLLi. Because Unicode names the puLLi also as Virama (with recent annotation), there is 

a danger that developers may assume the general characteristics of Indic Virama as the characteristics 

of puLLi and indulge in wasted development activities. Similarly Aytham in Tamil is wrongly named 

and defined (with recent annotation) as Visarga. Visarga has totally unrelated properties to Aytham; 

hence the properties of Aytham are wrongly defined in Unicode. Again, it is the responsibility of 

developers not to indulge in wasted efforts by the lead-believe, that the Visarga and Aytham as 

having the same/similar properties. The Aytham in Tamil act as a vibrationary modulator for 

glotalising and other purposes of speech. Example formation of Aytham are “ஃக, ஃஃத, பஃ, பஃஃ, 
கஃஃப” and the recent usage of “ஃப” to clearly identify the phoneme “f=ῂ ”. For example, the single 
character KHA in Devanagari translates as KAH=கஃ=க̥ஃ. Matrai in Tamil grammar defines the 
timing mechanism involved with generating spoken sounds, while Matra in Unicode is used to denote 

the combining vowels (puNar Uyr/Pin uyr ezuththukkaL ). 

References 

1. Tamil Unicode Chart: http://www.unicode.org/charts/PDF/U0B80.pdf 
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Building Tamil Unicode Fonts for Mac OS X 
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Introduction 

The Tamil script, like all other Indic scripts, is a syllabic script. It has 12 independent vowels (உயி᾽ 
எᾨᾷᾐக῀), 18 consonants (ெமᾼ எᾨᾷᾐக῀), Aytham (ஆᾼத எᾨᾷᾐ) and compound forms 
(உயி᾽ெமᾼ எᾨᾷᾐக῀) that represent combinations of a consonant and a vowel¹. In addition, there 
are grantha letters that are used to write words of non-Tamil origin. 

The Unicode Standard (Unicode) encodes the following groups of characters²: 

a) Letters: Independent vowels, consonants and aytham 

b) Dependant vowel signs 

c) Tamil numerals 

d) Various signs and symbols 

Having these encoded characters alone in a Tamil Unicode font (Tamil font) is not sufficient to render 

a readable Tamil text. The compound forms are also required.  

The compound forms are not encoded with single (atomic) code points. Thus, a Tamil Unicode font 

will contain glyphs that do not have a character code. In other words, there will be more glyphs in the 

font than there are Tamil characters encoded in Unicode.  

In addition to the glyphs, the font should contain rules that dictate the formation of compound forms 

from the respective consonant-vowel pairs. These rules are called shaping rules. 

In a Tamil font designed for Microsoft Windows platforms, the shaping rules are defined in 

OpenType (OT) tables. In Mac OS X, these rules are defined with AAT tables. 

Windows XP and later versions of the Windows platform includes a Tamil font called Latha. Mac OS 

X has one called InaiMathi since version 10.4 (Tiger). 

This paper presents the steps required to build a Tamil font for Mac OS X. 

Prerequisites 

In the interest of space and time, this paper assumes that the reader is familiar with the following: 

 1. How Unicode defines characters? (http://unicode.org) 

 2. Difference between a character and a Glyph 

3. Code-point order vs presentation order 

 4. Using the Terminal application in Mac OS X 
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Glyphs in a typical Tamil font 

The figure below shows the glyphs in a typical Tamil font.  

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Glyphs in a Tamil font. 

The choice of glyphs may vary from font to font. Some may have the pure consonants (base+pulli) 

pre-composed as with the font above. Others may just have one pulli glyph and use kerning tables to 

position it above the base glyphs. The font above has all possible combinations pre-composed for 

simplicity. 

Adding shaping rules 

Once the required glyphs are drawn, the only remaining step is to add the shaping rules.  

Two shaping frameworks are popular: OpenType (OT) used in Windows (and some Linux platforms) 

and Apple Advanced Typography (AAT) used in Mac OS X.  

Both these frameworks differ in design philosophies. OT attempts to do some of the common 

processing in an external engine called Uniscribe. Uniscribe eliminates the need to define glyph 

reordering and two part vowel handling in a Tamil font. While this appears to make things easier for 

the developer, it does limit flexibility. Since most font developers use a common template for shaping 

rules, across all their fonts, the real benefit Uniscribe provides at the expense of complexity and 

performance is hard to realise. 

AAT on the other hand, provides complete freedom to the developer. There is no script processor. 

Therefore, all of the shaping rules are defined by the developer and are included in the font. Once a 

working font has been built, the same rules can be applied to all other fonts by simply compiling the 

definitions into the font. AAT is a simple and an elegant framework with less overheads in rendering. 

Shaping rules with AAT 

The rules are defined in a text file, called the Morph Input File (MIF) and compiled into the font file 

using Apple’s font tools. 
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The command to add the rules from a MIF file is: 

ftxenhancer –m <MIF filename> <TTF filename> 

For example: 

ftxenhancer –m my_tamil.mif my_font.ttf 

Creating a MIF file 

A MIF file can be created with any text editor. The rules are defined in tables arranged in the order 

they should be executed. For example, the letter � is not assigned a code-point in Unicode. Since 

this letter has compound forms when combined with vowel signs, it may be best to define the shaping 

rule for this before hand. 

Shaping rules are defined using glyph names and not character codes. While it is desirable to use 

Adobe Standard names for glyphs, the common practice is to use friendly names or adopt a naming 

convention that clearly describes how the glyphs are formed. There are no rules for defining glyph 

names. It is entirely up to the developer. 

The convention used for the font in Figure 1 is as below: 

Consonants: tgc_<unicode name>. Example: tgc_ka, tgc_mi, tgc_ttoo etc 

Vowels : tgv_<unicode name>. Example: tgv_a, tgv_au etc 

Grantha: tgg_<unicode name>. Example: tgg_sha, tgg_juu, tgg_sri etc 

Vowel Signs: tgm_<unicode name>. Example: tgm_a, tgm_au etc 

The following are the shaping rules that are needed for the font in figure 1. 

• Substitute BASE+I, BASE+II, BASE+U, BASE+UU and BASE+PULLI with combinations with 

their respective compound forms. The feature used for this purpose is called Ligature 

Substitution. 

• Rearrange E, EE and AI vowel signs so that they appear before the BASE glyph. The feature 

used for this purpose is Rearrangement. 

• Place the left and right marks of O, OO and AU vowel signs on either side of the BASE glyph. 

The feature used for this purpose is Insertion. 

The sections below describe each of the features.  

5.1 Ligature Substitution 

Ligature substitution is done in two steps.  

First � ligature is formed by substituting the characters that make up this glyph: KA + PULLI + SSA 

(க + ᾗ῀ளி + ஷ ). This is to ensure that this glyph is already available when vowel combinations are 

substituted. Likewise SRI can be substituted for SHA + PULLI + RA + VOWEL_SIGN_II (� + ᾗ῀ளி + 
ர + ◌ீ). 

Second, all compound forms for I, II, U, UU and PULLI signs are substituted.  
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Examples of these tables are given below: 

 

 

 

 

 

 

 

 

Figure 2: First table in the Tamil MIF file 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Ligature substitution for compound forms. This table follows the earlier table so that tgg_xa is already 

available from the first substitution 

5.2 Rearrangement 

In a string of Tamil text, vowel signs are stored after the base character. This is the same with any 

Indic script. For example, the word மைலநாேட is stored in memory as below:  

 

 

Figure 4: Memory representation of the word மைலநாேட. 
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When this word is rendered, the AI and EE vowel signs need to be re-ordered so that they appear 

before the base glyph. In Windows OpenType, this process is not necessary, as the Uniscribe engine 

will do the reordering internally. In Mac OS X, this rule needs to be defined. It can be easily done with 

the Rearrangement feature in AAT. 

Rearrangement and Insertion features use state tables to mark the positions and perform a defined 

action when desired glyphs are seen together4. Unlike rearrangements in other Indic scripts where 

conjuncts and consonant signs may be involved, Tamil rearrangement is a simple act of swapping the 

positions of the base glyph and vowel sign. 

Figure 5 shows the state table required for this feature. When a base glyph, defined in the Cons group, 

is seen, it is marked and the next glyph is examined. If the next glyph is a member of the RVowel 

group, the base and vowel sign are swapped. Since reordering is a required feature, and involves all of 

the base glyphs in Tamil, this table can be used in any Tamil font created for Mac OS X. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Rearrangement Table 

5.3 Insertion 

Insertion involves base glyphs with vowel signs O, OO and AU. The word ேகா is represented in 
memory as shown below: 

 

 

 

Figure 6: The word ேகா in memory 

Although three glyphs are needed to present the compound form, there are only two characters in 

memory. A glyph needs to be inserted somewhere in order to get the required three. 
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There are many techniques to do this. One of them is to draw the vowel sign OO in the font as just the 

kaal and insert vowel sign EE before KA. This will provide the desired effect. However, the glyph for 

vowel sign OO becomes misleading. 

A more efficient technique can be as described in Figure 7. 

 

 

 

 

 

 

 

Figure 7: Technique to perform insertion without changing the shape of vowel sign OO. 

The steps can be performed with the following MIF file entries: 

Step 1: Insertion. This is done with state tables: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: State table to perform insertion of right side glyph for a two part vowel sign. Vowel sign AA is 

inserted for O and OO. AU Length mark is inserted for AU. 
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Step 2: Replacing O, OO and AU vowel sign glyphs with their respective left side signs. This can be 

done with substitution as shown below: 

 

 

 

 

 

 

 

Figure 9: Substituting O, OO and AU vowel signs with their respective right side signs. 

Step 3: Since this is the same as rearrangement discussed in 5.2, Step 1 and 2 can be done just before 

the reordering process in the MIF file. By doing so, rearrangements for step 3 can be done along with 

the rearrangements for E, EE and AI. 

Putting it all together 

The completed MIF file will have tables in the following order: 

• Substitutions for � and �◌்
. (Fig 2) 
• Substitutions for I, II, U, UU and Pulli forms (Fig 3) 

• Inserting right side vowel sign for O, OO and AU (Fig 8) 

• Substituting O, OO and AU with their respective left side signs (Fig 9) 

• Rearranging E, EE and AI vowel signs with their base glyphs (Fig 5) 

Once the MIF file is created, it can then be added to the font with ftxenhancer as described in section 

4.0. 
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Tamil Encoding, Keyboard Layout and Collation Sequence 
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Abstract: One of the need of localisation is developing standards for operating 

environments. When the standardisation process is through, it will be easy for developers 

and vendors to build applications and products for the target environment. The SLS 1326 : 

2008 standard for Tamil ICT, was approved by the Sectoral Committee on Information 

Technology and was authorised for adoption and publication as a Sri Lanka Standard by 

the Council of the Sri Lanka Standards Institution. This standard defines mainly three(3) 

standards for Tamil ICT; viz character encoding, keyboard layout and collation sequence. 

Character encoding defines codes for the vowels, consonants, āytam, vowel modifiers, 

numerals, and symbols in the Tamil language. Some formations of the language are not 

represented by individual codes, but are generally constructed as a sequence of one or 

more consonants followed by a vowel modifier which forms a syllable. Standard also 

provides a keyboard layout, which in turn is based on the “Renganathan” typewriter 

keyboard. Key sequences are defined on the principle “type as you write”. Each symbol is 

typed in the order it is written in, which may be different from the encoding sequence or 

the display order. In collation sequence standard, an effort has been made to preserve the 

alphabetical order of the Tamil language to a great extent.  

Keywords: Tamil ICT, Sri Lanka, Tamil, Keyboard, Character Encoding, Collation 

sequence. 

Introduction 

Tamil (தமி῁) is a Dravidian language and it has a literary tradition of over two thousand years. 
Tolkāppiyam by Tolkāppiyar is the earliest grammatical treatise now extant in Tamil. Although the exact 

date is still unascertained, there are strong arguments that the Tamil script first appeared in the early 

centuries of the Common Era. Tamil was accorded “classical language status” by the Union 

Government of India, and was the first Indic language to have been accorded such status. 

We are currently at the beginning of a new era of computing - one where our people do not have to 

use a foreign language to benefit from information technology. Computers, phones and the Internet 

now work in our own language, i.e. Tamil. Initially, local language efforts in Sri Lanka were not 

directed towards Tamil, as it was expected that this work will be carried out in India, and Tamil Nadu 

in particular. However, it was observed that Indian national-level initiatives and Tamil Nadu 

initiatives diverged. Also we realised that the use of Tamil in Sri Lanka often diverged considerably 

from that in Tamil Nadu, and that independent standards and initiatives are needed in Sri Lanka. The 

SLS 1326 : 2008 [5] standard for Tamil ICT, was approved by the Sectoral Committee on Information 

Technology and was authorised for adoption and publication as a Sri Lanka Standard by the Council 

of the Sri Lanka Standards Institution. This standard defines mainly three(3) standards for Tamil ICT; 

viz character encoding, keyboard layout and collation sequence. 
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Tamil Encoding 

Although Tamil script system is generally called an alphabet it is in fact an abugida system. An 

abugida has the segmental writing system in which each vowel-consonant letter represents a pure-

consonant accompanied by a specific vowel; the vowels are indicated by modification of the 

consonant sign, either by means of diacritics or through a change in the form of the consonant. The 

contemporary Tamil script contains following elements in its systems, as written or printed (Sub total 

326). 

உயி᾽ எᾨᾷᾐᾰக῀ (uyir eluttukkal) – vowel letters 12 

தமி῁ ெமᾼ எᾨᾷᾐᾰக῀ (mey eluttukkal) – Tamil pure-consonant letters 18 

கிரᾸத ெமᾼ எᾨᾷᾐᾰக῀ (Grantha mey eluttukkal) – Grantha pure-consonant letters 6 

தமி῁ உயி᾽-ெமᾼ எᾨᾷᾐᾰக῀ (Tamil uyir- mey eluttukkal) – Tamil vowel-consonant 
syllables 

216 

கிரᾸத உயி᾽-ெமᾼ எᾨᾷᾐᾰக῀ (Grantha uyir-mey eluttukkal) – Grantha vowel-consonant 
syllables 

72 

ஆᾼத எᾨᾷᾐ (āyta eluttu) – A special letter – ஃ 1 

ᾂ᾵ᾌ எᾨᾷᾐ (kottu eluttu) – Conjunct syllable - ᾯ 1 

Table 1 – Tamil script elements 

Moreover, since Tamil is one of oldest languages it has its own numeral representations and symbols 

in the writing system. Character encoding defines codes for the vowels, consonants, āytam, vowel 

modifiers, numerals, and symbols in the Tamil language. Some formations of the language are not 

represented by individual codes, but are generally constructed as a sequence of one or more 

consonants followed by a vowel modifier which forms a syllable. 

This standard simply adopts the Unicode standard (version 5.1) and provides a coding of Tamil for 

use in computer and communication media. This standard character code encodes the characters of 

the Tamil language within 128 code positions of the 16-bit Basic Multilingual Plane (BMP) of ISO/IEC 

10646: 2003. In addition to storage, retrieval and machine to machine communication in Tamil, it also 

includes provisions to co-exist with other languages as specified in ISO/IEC 10646: 2003. In particular, 

English and Sinhala texts may be intermixed with Tamil. This code set is able to represent 

contemporary and historical Tamil writings. 

Even though it is an adoption of Unicode version 5.1, it does includes following rules; 

• The Anusvara and AU length mark are encoded in 0B82 and 0BD7 respectively to map along 

with the other Indic scripts. However, the Anusvara is not used in contemporary Tamil and AU 

length mark should not be used to form any Tamil text. Although the vowel ஔ can be 
represented in ஒ (0B92) + ◌ௗ (0BD7), this form of sequence shall not be used. One shall use the 
single code point 0B94 for ஔ. 

• The representation of a syllable such as ெகௗ by a consonant character (க) followed by more than 
one vowel signs (ெ◌ + ◌ௗ) are permitted in Unicode, but is discouraged in this standard. One 
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vowel sign must be used to form the syllables. 

 e.g. க + ெ◌ௗ, க + ே◌ா, etc  
• The Tamil OM may get decomposed to “ஓΆ” and the canonical decomposition is 0BD0 = 0B93 

0BAE 0BCD. On the other hand, the inverse canonical composition is not always true. 

• When the sequence of 0B95 0BCD 0BB7 is specified by default, ᾀ will be formed by the Unicode 
engine. In case ᾰ ஷ is needed, the following sequence should be specified with the zero-width 
non-joiner (ZWNJ) 0B95 0BCD 200C 0BB7. 

• ᾯ may also be formed from the ῄ letter as follows: 
  ᾯ  =  0BB8 0BCD 0BB0 0BC0 (ஸ ◌் ர ◌ீ – Not allowed) 
  However, only the following sequence shall be used to form ᾯ    

  ᾯ  =  0BB6 0BCD 0BB0 0BC0  (� ◌் ர ◌ீ)  

Keyboard Layout 

Tamil Typewriter Layout 

Ramalingam Muttiah of Jaffna origin is ascribed with designing and implementing the Tamil 

Typewriter [1]. He designed a typewriter which uses 72 keys to type all Tamil letters. His design was 

based on the frequency of occurrence of each Tamil letter. The க, ப, த, ம, ன, ள, ய and ட vowel-
consonants are the most frequent, and were placed on the home line of the typewriter, as shown in 

Figure 1. 

Figure 1 - The Tamil Typewriter keyboard 

Most Tamil keyboard layouts are based on the typewriter or Remmington scheme. In Sri Lanka this 

layout is called the Renganathan layout. Mr. Vasu Renganathan designed a layout with some changes 

during 2004 and made it available for Tamil diaspora [7], and this might have had an impact on the 

name "Renganathan Layout". Over the years a number of variations of this layout have appeared. The 

Bamini Tamil font is very popular in Sri Lanka, and the keyboard layout based on this font is widely 

used. This layout has slight differences from the typewriter / Renganathan layout. The Thibus and 

Helawadana layouts are also in this category, but have minor differences between each-other and with 

the typewriter layout. 

Inscript Layout 

Inscript includes a layout for Tamil [2]. In this layout, vowels and vowel modifiers are on the left-hand 

side of the keyboard and the consonants are on the right-hand side. A notable feature of this layout is 

that some Tamil consonants appear on multiple keys, as other Indian scripts contain multiple letters 
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corresponding to each Tamil consonant. 

Romanised Layouts 

Romanised Tamil keyboards map Tamil letters to analogous English letters. Such keyboards are 

preferred by those who work mainly in English and use Tamil occasionally. 

The Tamil99 Layout 

The Tamil99 keyboard too is a consonant-vowel (often called phonetic in Tamil) layout. A key feature of 

this keyboard is that each vowel shares a key with its corresponding vowel modifier, and the 

keyboard driver produces the vowel at the beginning of a word, and a modifier after a consonant, 

following Tamil grammar. Another significant feature is that all Tamil (as opposed to Grantha) letters 

are on unshifted keys, allowing rapid and easy entry. Tamil99 also has features such as auto-pulli, 

where typing the same consonant twice automatically adds a pulli to the to the first letter. 

Senthilnathan says: “No language keyboard in the world is as simple as this! To represent 26 

characters of English, you need 26 lower case and 26 upper case keys. But to represent 247 Tamil 

letters, you need only 31 keys! How laudable!” [3]. 

Sri Lanka Standardisation Work 

The Tamil working Group of the Information and Communication Technology Agency of Sri Lanka 

(ICTA) studied the above keyboard layouts in 2003, and recommended the adoption of the Tamil99 

layout. In addition to its technical superiority, a main reason for this choice was its adoption by the 

government of Tamil Nadu. 

The Tamil99 keyboard was endorsed by the user community and successfully tested at a pilot govt. 

site. However it was not accepted by the public. The main reason for its non-acceptance in govt. 

offices is that experienced typists found it very difficult to adjust not only to a different keyboard 

layout, but also a completely different keying-in methodology. 

At a discussion held in 2006, the reasons given by typists for not using the Tamil99 keyboard were: 

1 Text is typed differently from how it is written. 

2 The key placements are totally different form the typewriter layout. Although it may be more 

efficient, the new scheme is unfamiliar and thus hard to use. 

3 The lack of vowel symbols printed con the keyboard is dis-concerting. 

In opinion, new users (e.g. in schools) would have adopted the Tamil99 keyboard had sufficient 

awareness, training and support been available. However, although physical Tamil keyboards were 

sent to schools, most teachers and students were unaware how to use them, and thus did not do so. In 

view of the above, the ICTA standardized Tamil keyboard based on the Renganathan / Typewriter 

layout and keying-in sequence. 

A team comprising Tamil scholars, IT experts, typists and keyboard operators was formed to develop 

the layout. The terms of reference of the committee were to: 

• be close to the Renganathan / Bamini layout 

• be uniform and logical and 

• be compatible with the English keyboard. 

Over 10 different variations of the typewriter layout were studied and the keys common to all of them 

identified. for symbols which varied among the layouts, the positions in Bamini and Helawadana 
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were preferred, as these were the most popular layouts. The common punctuation keys such as 

‘comma’, ‘full stop’ and ‘question mark’ as well as the numbers and symbols in the first row were 

placed on the same keys as in the English keyboard. 

Thereafter uniformity was maintained as far as possible. All 18 Tamil consonants were placed on 

unshifted keys, and all Grantha letters on shifted keys. Although the typewriter keyboard has separate 

keys (Figure 2) for each consonant in conjunction with the u and uu modifiers (due to variation in their 

shape), in the new layout, they are produced by typing the consonant followed by a common key and 

the correct glyph is produced by the font. The standard layout is shown in Figure 3. 

Figure 2 – Shapes for u and uu modifiers 

Figure 3 - The Sri Lanka Tamil Keyboard Layout (2008) 

Collation Sequence 

Tamil collation has similarities with other Indic languages, which follows the Sanskrit collation order. 

During 16th to early 20th century most of the Tamil dictionaries followed the Sanskrit collation 

sequence which includes the Grantha letters (especially ஜ - JA) in between the Tamil letters. However 
the majority of the dictionaries and scholars follows the unique collation sequence which is collating 

the Grantha letters after all Tamil letters and which been mostly accepted as the standard among 

Tamil community. 

A number of different collation sequences have been used by different authors. The ICTA appointed 

Mr. G. Balachandran to study these sequences, and to recommend a standard for use in Sri Lanka [6]. 

The recommendation was to use the following collation order for Tamil: the vowels first, then the 

Tamil consonants, followed by the Grantha consonants, and then the ஃப (fa) sequence (Figure 4). The 
symbols and Tamil numerals will come last in the collation order. This recommendation was accepted 

by the LLWG and the SLSI, and published as the Sri Lanka Standard Tamil Collation Sequence, 

SLS1326:2008 Part 1 [4].  

Figure 4 – Collation Sequence. 
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Abstract: The existing picture dictionaries available electronically are static in nature. 

The user selects a picture and the contents related to the picture will be retrieved from 

the database and will be displayed on the screen. The drawbacks of the existing 

system are many. To mention a few, it is not intelligent, category of the picture is pre-

defined, it is not dynamic, new sentences based on pictures cannot be generated and 

the semantic relationship between the pictures is not maintained. The proposed 

system aims at developing an intelligent system to generate the Tamil sentences 

automatically. Domain related pictures are provided. The user has to select more than 

one picture, based on the selection of the pictures; the semantic relationship between 

the pictures will be extracted from the semi-automatic domain ontology. Picture 

words and the semantically related words are sent to the sentence structure 

framework to obtain the syntactic representation of the Tamil sentence. Then the 

suffixes are added to the words to generate syntactically, semantically and 

morphologically correct sentences in Tamil. 

 

Introduction 

In the proposed picture based sentence generation system, computer programs are made to produce 

high-quality natural language text from computer internal representations of information. The system 

generates automatically a meaningful, grammatical and well formed sentence(s) about the set of 

pictures on which the user points out. The sentence(s) are generated in Tamil. The main part of the 

entire system is the domain ontology construction. The corpus is given as the input for the automatic 

ontology construction subsystem. Automatic domain ontology construction involves two modules. 

They are ontological word selection and semantic relationship identification between the ontological 

words. Using the terms extracted from the above modules and the sentence structure ontology the 

sentence structure is identified and finally suffixes are added to the words to generate syntactically, 

semantically and morphologically correct Tamil sentences. The entire paper is organized as follows. 

Section 2 discusses the literature survey in the areas of ontology construction and natural language 

generation, section 3 gives the overall system architecture, section 4 talks on automatic ontology 

construction, section 5 gives details related to sentence generation and section 6 gives the conclusion 

and future works. 

Literature Survey 

Ontology construction itself is a big challenge. An extension of hierarchical-valued concept context is 

adopted to elicit concepts from original component descriptions to construct ontological hierarchy for 

functional concepts [1]. Another method constructs ontology semi automatically by delimiting 
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documents for learning in the domain of pharmacy involving four steps [2]. Ontology can be 

constructed automatically from a set of text documents. If documents are similar to each other in 

content they will be associated with the same concept in ontology. Semantic relationship for ontology 

construction can be identified from the keywords which are extracted by the clumping properties of 

content – bearing words [3]. 

Natural language generation systems are to be studied for automatically generating the sentences. The 

more "principled" approaches to NLG often make use of a division of the problem into stages such as 

content determination, sentence planning and surface realization [4][5]. Some of the issues in 

automatic sentence generation for picture dictionary creation are given below: 

• Automatic construction of ontology without any manual intervention. 

• What words and syntactic constructions will be used for describing the content? 

• How is it all combined into a sentence that is syntactically and morphologically correct? 

The proposed system is constructed by tackling the above issues and the architecture of the overall 

system constructed is explained in next section. 

System Architecture 

The figure 3.1 represents the entire architecture of an intelligent system for picture based Tamil 

sentences generation. 

  

 

  

 Pictures          Sentences 

 S      

 

 

 

Figure 3.1 Overall system design 

 

Users are intended to select pictures. Based on the selection of the pictures the corresponding picture 

words are identified. Since the preferred domain is animal domain, the input is restricted to the same. 

Picture words are searched in the animal domain ontology, which is already constructed semi-

automatically as an offline process. The path is traversed from the bottom of the animal domain 

ontology to the top of it. The words thus extracted from the animal domain ontology are sent to the 

sentence structure framework to obtain the syntactic representation of the sentence. Finally suffixes 

are added to the words to generate morphologically correct sentences. 

Ontology Construction 

Tamil corpus forms the input to the system. Each and every Tamil text document is word segmented 

and morphologically analyzed to find out the parts of speech, by a tool called Atcharam (Tamil 
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morphological analyzer). Then, the nouns are extracted and the noun list is confined by TF-IDF (Term 

frequency-Inverse document frequency) technique. Similarly semantically related words are extracted 

by the probabilistic framework and thus content bearing words are identified, from which the verbs 

are extracted to act as the semantically related terms. Using ontological node term and semantically 

related term, a domain ontology is constructed semi-automatically for Tamil text documents.  

Semantic Relationship Extraction 

Content bearing terms are identified using probabilistic framework from the text document corpus. 

Knowing the tendency of important terms to cluster serially, could be useful for extracting the 

semantic relationship of noun terms. Three measures are used to calculate the content bearing 

strength of a term and are given as term condensation over textual units, term distribution over 

textual units and linear clustering. The tamil text documents are given as the input, to tag each and 

every ontological node term and semantically related term with their corresponding start and end tag. 

From the tagged tamil text documents, the connection between two ontological node with its 

semantically related term is identified.  

Automatic Sentence Generation  

To automatically generate the sentence the sentence structure frame work is to be defined first and 

then suffixes are added to the terms to generate syntactically and semantically correct sentences. 

Therefore the next stage is to construct the sentence structure frame work. There is no standard 

sentence structure for tamil. The following grammar rules were framed and based on the rule sentence 

structures are obtained [6]. 

1. NC --- > adj N / N / ADJC N / NNC 

2. VC --- > adv V/ adv rpl / ADVC V / vpl / V 

3. NNC --- > S con 

4. ADJC --- > NC VC 

5. ADVC --- > (NC)* vpl  

6. S --- > (NC)* (VC) 

Addition of suffixes was done using if – then rules. The next section gives the performance evaluation 

of the developed system and conclusion. 

Evaluation And Conclusion  

Extraction of ontological terms and semantic relationships are evaluated using that of experts and 

both gave an accuracy of about 80%. The accuracy of the generation of Tamil sentences is calculated 

by simple string accuracy formula which is defined in the below equation. 

 Simple String Accuracy = ( 1 – (I+D+S)/R )  

where, I is the number of insertions, D is the number of deletions, S is the number of substitutions and 

R is the total number of tokens in the target string. It is inferred that as the total number of tokens gets 

increased, the accuracy gradually decreases and then gets increased. It proves that the system is 

efficient, since it can handle any number of tokens without affecting the accuracy. Thus the system 

generates syntactically, semantically and morphologically correct sentences. It also proves that the 

system is efficient, by comparing the results of the system with the results of an expert and also by 
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calculating string accuracy. In future, the project work can be extended to access the picture directly 

without using any picture word identification. This picture input can be chosen from the pictures 

provided in the user interface or the input can be given directly by the user. Also, a speech engine can 

be incorporated to convert the text to speech. Additionally, the user interface can be modified in such 

a way that it is also applicable for the physically challenged users. 
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Introduction 

In Online handwriting recognition, a machine recognizes, as a user writes on a pressure sensitive 

screen with a stylus. The stylus captures information about the position of the pen tip as a sequence of 

points in time. The sequence of point between a PEN DOWN and PEN UP signal defines a stroke. This 

spatio-temporal information of the character being traced is the only input available to the online 

recognition system. Also given a character, one can capture the different writing styles using the 

information from the stylus. Tamil is a popular South Indian language for a significant population in 

countries such as Singapore, Malaysia and Sri Lanka besides India. There are 313 characters in Tamil 

alphabet. Of these, there are 12 pure vowels and 23 pure consonants (including the 5 consonants 

derived from Sanskrit (Grantham consonants)), the remaining being consonant vowel combinations, 

wherein the vowels modify the consonants and 2 special characters ஃ and ᾯ. It has been found that 

to represent all the possible 313 characters, a set of 155 symbols is sufficient. This paper deals with the 

problem of recognizing online handwritten Tamil words with a Hidden Markov Model framework. 

Given a Tamil word, we first run a segmentation algorithm to identify the individual symbols. A 

Tamil symbol may be written with different number of strokes. The extracted symbols are subjected to 

the following preprocessing modules: smoothing to remove noise, resampling to a fixed number of 

points for speed normalization and size normalization. A set of seven features are derived at each 

sample point of the preprocessed Tamil symbol. These features are then fed to the Hidden Markov 

Model classifier for recognition of the Tamil symbol. Based on Unicode generation rules derived from 

the language, stroke groups are generated from the Tamil symbols. A Tamil word corresponds to a set 

of stroke groups. Fig 1 gives a snapshot of a handwritten Tamil word கவசΆ, collected with a TABLET 
PC, together with the recognized output using the Hidden Markov Models as the classifier. 

 
Fig 1. Data Collection Device with recognized output. 

Segmentation 

Word level data is to be segmented to character level as the modeling of the data is done at the 

character level. Then the recognition is performed at the character level and the results are 

concatenated to form the words. Segmentation of the Tamil words into characters is simple when 
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compared to the English cursive handwriting. In Tamil script, two strokes of the same character 

either overlap or touch at some point. The vowel or consonant modifiers are written as separate 

symbols and their models are built separately.  

For each current stroke, the next stroke is taken and checked whether the x co-ordinate of its 

starting point is less than the maximum x coordinate of the previous (i.e. current) stroke. Saying in 

other words, we see if the next stroke overlaps with the current stroke. If there is an overlap 

(within a threshold empirically set) then the successive stroke is concatenated with the current 

stroke to form the same symbol (Fig. 2). Other wise the future stroke is considered as the current 

stroke / new symbol and the same procedure is repeated. However, there are cases wherein the 

last part of the trace of the successive stroke overlaps with the current stroke, as shown in Fig 3. In 

such scenarios, one needs to treat these strokes as 2 separate entities. Hence we formulate our 

condition as follows: If the x co-ordinate of the last point of the current stroke is less than the x 

max of the previous stroke, we do not concatenate these strokes. 

 

Fig 2. Simple overlap of the first part of the successive stroke with the current stroke 

Fig. 3 Simple overlap of the last part of the successive stroke with the current stroke 

Preprocessing 

The raw character, captured from the device, comprising of N points sampled uniformly in time, 

1{ , }
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raw raw N
ix y
=
 is first smoothed using a Gaussian mask, that is applied to the x and y coordinates 

independently.  

The weights iw  are given by  
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Here xmin and x max denote the minimum and maximum x coordinate of the raw character. ymin and y max 

represent the minimum and maximum y coordinate. The characters are r-sampled to fixed number of 

points (in our work 60) uniformly in space. First, we find the length of each character and the length of 

all the strokes constituting it. We then assign different number of points to each stroke, depending on 

the ratio of the length of the stroke to that of the character. The first and last points of the character are 

retained and the points in between are found which are spaced uniformly. Fig 4(a) (b) depict a 

snapshot of the raw and preprocessed character கி. 

 

 

 

 

 

 

  

 Fig 4 (a): Raw Character 4 (b): Pre processed Character  

Feature Extraction 

Each of the segmented characters are subjected to a feature extraction module. The following 

features are derived at each sample point of the characters. 

Normalized x and y coordinates: The x and y coordinates of the normalized sample are taken as 

two features for the recognition.  

Normalized x and y first derivative: The variations in the x and y coordinates are found 

independent of each other which give the shape features locally at each point. At the current point 

(xj, yj), a window is taken covering the past and the future points and the derivative is calculated 

using the formulae given below 

 

  

 

The normalized first derivatives in x and y direction at (xj, yj) is given by  

  

  

Normalized x and y second derivatives: The second derivatives are computed similar to the first 

derivatives.  
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The normalized second derivatives in x and y direction at (xj, yj) is given by  

 

  

 

Curvature 

Curvature at a point on a curve is the inverse of the radius of the osculating circle at that point and 

can be found using the first and second derivatives as given below. 

 

 =C   

 

Hidden Markov Models 

The derived features are then fed to the Hidden Markov Model classifier for recognition. More 

details on the description of HMMs can be found in [1] [2]. Each Tamil symbol is modeled using a 

separate HMM .Training of the models is performed using the well known Baum Welch 

Estimation. The Bayesian approach is adopted for recognizing the label for the test symbol. The 

IWFHR Database has been used for our experiments. This database contains around 345 samples 

(written on a Tablet PC) for each of the 155 symbols. The resulting system gives an accuracy of 

84% at the symbol level. 
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Introduction 

Countries like India, where many official languages are used, and if there is a commonly used 

language, like English, then translating from that common language to regional language solves many 

purposes. Tamil, a South Indian language, not only used in Thamil nadu, a State of India, but is also 

used as one of the official languages in many countries like Singapore, Malaysia and Sri Lanka.  

Stages 

There are 6 modules in this project like Tokenization, Parsing, Mapping, Word formation, Sentence 

structure changing, and Display. The English sentences( to be translated) are separated into words 

(Tokenization), each word is recognized as affiliations of root words ( parsing) i.e. root words and 

morphemes are identified, root words are mapped into equivalent Tamil words using dictionary 

(Mapping,). Then according to the parser output, Thamizh words are formed (Word formation), and 

then structure of sentence is formed according to Thamizh sentence making rules (Sentence structure 

changing) and the output statement is displayed in Thamizh. http://wwwlingsoft.fi/cgi-bin/engcg is 

used for extracting the parser outputs. Mainly concentrated module of the project is the word 

formation . 

Problems found in the following areas: 

1. when tense markers are added 

2. when case markers are added 

3. when proper nouns are translated 

Problems in forming Verb Phrases 

Traditionally, a Tamil word is divided into a maximum of six parts, known as pakuthy (prime-stem), 

sandhi (junction), .viha:ram (variation), idainilai (middle part), sa:riyai (enunciater) and vikuthy 

(terminator) in that order. 

(prime-stem) 

 

(junction) (Tense marker) 

middle part 

(enunciater) 

 

(terminator) 

Pagudhi Sandhi Idainilai Sariyai Vigudhi 

The sixth part is Vigaaram. This is the trouble making part of translation. 

For example, if the root word is a finite verb, then changes of penultinating characters are of many 

type.  



 

170 

First case 

Changes can be introduced, when root words are joined with tense markers or additional suffixes. For 

many root words, verb formed are different. 

For example, “HE ACTED”, 

 “nadi” + th + th + aan --- nadiththaan  

 நᾊ + ᾷ + ᾷ + ஆᾹ -- நᾊᾷதாᾹ  

 “ He walked” 

 “nada” + th(ndth) + th + aan --- nadandthaan 

 நட + ᾷ(Ᾰ) + ᾷ + ஆᾹ -- நடᾸதாᾹ 

To overcome this problem, Dr. Crowl2 and M.Raagava iyangar3, in their books  

(Thamizhp peragaraathi and Vinaith thiribu Vilakkam), they divided the entire Thamizh verb family 

into 12 groups as 

 ெசᾼ, ஆ῀, ெகா᾿, அறி, அᾴᾆ, நᾁ, உᾶ, திᾹ, ேக῀, பா᾽, நட    

according to the last characters of root words, the tense markers they accept etc. Even though they 

are grouped, some root words, having same last character but grouped under different tables, makes 

the rule based translation, a problem. 

For example,  

 “cel” ெச᾿ - is grouped under “kol” table, group 3 

 “kal” க᾿ - is grouped under “kal” table, group 10 

Even though both are having the same last character “l” ᾿, but when added with past tense markers, 
they are turned as  

 “cendraan” - ெசᾹறாᾹ and 

 “kattrraan” - கιறாᾹ 

Second case 

The same root word is kept under 2 or more table and it takes different tense markers under each 

circumstances. 

For example, 

 “migu” - மிᾁ 

 under “ari” table, it is transformed as “ migundthaan” மிᾁᾸதாᾹ 

 under “nagu” table, it is transformed as “mikkaan”.  மிᾰகாᾹ 

So, to inform the system, under which table, that root word is classified is so difficult. 

Hence , it is a problem to form the verb phrase for these root words. 
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Third case 

The same root word, even though kept under a same table, because of its different meaning, it is 
transformed differently, which creates problem to decide how to transform it. For example,  

 “madi” - மᾊ under “ari” table, 
when having meaning as ‘die’, transformed as “madindhaan”- மᾊᾸதாᾹ 

when having meaning as ‘fold’ , transformed as “madiththaan”- மᾊᾷதாᾹ 

For this problem, a solution is obtained as, for verbs denoting self deeds, it will be transformed with 
“thth”. And for denoting other’s deeds, it will be “ndhth” 

But there is a problem on this solution, for some roots . 

For example, 

 “vadi” - வᾊ 
  (kanneer) vadiththaan – கᾶணீ᾽ வᾊᾷதாᾹ 

  (azudhu) vadindhaan - அᾨᾐ வᾊᾸதாᾹ 

 Both are denoting self deeds but are transformed in both the ways. 

But, as a different case,  

root word “pidi” - பிᾊ is transformed as  
(“pidiththaan”) - பிᾊᾷதாᾹ, in both the cases. 

Problems with case markers 

Eight cases are there. They are Nominative, Accusative, Dative, Benefactive, Instrumental, Sociative, 
locative and Ablative. 

Some prepositions are marked as case markers. But, these case markers give different meanings in 
different places. So, translation becomes difficult. 

For example, 

(i) “ HE ATE WITH THE SPOON” 

Here , ‘with’ comes as instrumental case marker. 

(2) “HE ATE WITH HIS FRIEND” 

Here, the same preposition ‘with’ comes as Sociative case marker. 

More than this, in the parser output5, for both the sentences, the subject and object are no 
where mentioned as either instrumental or sociative case markers. But mentioned as 
nominative in both the cases . And the word ‘with’ is simply mentioned as preposition . 

Problems with Gender suffixes and nouns: 

 In English, generally, the names of male persons , are spelled excluding the last letter. For 
example,  

 ‘Rama went to Srilanka’, instead of ‘Raman went to Srilanka’. 

Now, there is a problem, whether to translate this as  

    இராமᾹ இலᾱைகᾰᾁ ெசᾹறாᾹ? 

(or) 

இராமா இலᾱைகᾰᾁ ெசᾹறா῀? 
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he ate with the spoon.  

"<he>" 

 "he" <NonMod> PRON PERS MASC NOM SG3 SUBJ @SUBJ 

"<ate>" 

 "eat" <SVO> <SV> V PAST VFIN @+FMAINV 

"<with>" 

 "with" PREP @ADVL 

"<the>" 

 "the" <Def> DET CENTRAL ART SG/PL @DN> 

"<spoon>" 

 "spoon" N NOM SG @<P 

"<$.>" 

he ate with his friend.  

"<he>" 

 "he" <NonMod> PRON PERS MASC NOM SG3 SUBJ @SUBJ 

"<ate>" 

 "eat" <SVO> <SV> V PAST VFIN @+FMAINV 

"<with>" 

 "with" PREP @ADVL 

"<his>" 

 "he" PRON PERS MASC GEN SG3 @GN> 

"<friend>" 

 "friend" N NOM SG @<P 

"<$.>" 

Therefore, by rule based method alone, translation from English to Tamil cannot be done. So, we have 

to train the system accordingly and then only we can translate the sentences. 

Conclusion 

In this paper, the problems created by case markers and problems created when forming the Thamizh 

words by adding tense, gender, plural suffixes with root words are dealt in detail. And it is more 

important to solve these problems, since translation from ‘English to Thamizh’ is a very important and 

timely needed task for Tamilnadu state government, and countries like Singapore, Malaysia and Sri 

Lanka, where Tamil is accepted as one of the official language, in order to improve the communication 

and education. 
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Abstract: Cross Lingual Information Retrieval (CLIR) system helps the users to pose 

the query in one language and retrieve the documents in another language. We 

developed a CLIR system in Agriculture domain for the Farmers of Tamil Nadu 

which helps them to specify their information need in Tamil and to retrieve the 

documents in English. In this paper, we address the issue of translating the given 

query in Tamil to English using Machine Translation approach. It uses a 

Morphological Analyzer to obtain the root terms of source query. We developed 

language resources like Bi-lingual Dictionary and Named Entity Recognizer using 

which the query is translated to English. Local word reordering is performed 

according to Subject-Verb-Object pattern in order to preserve the relative dependency 

among the words. Word sense disambiguation is done that identifies the correct sense 

of an ambiguous word that is being used in a query. The system exhibits a dynamic 

learning approach wherein any new word that is encountered in the translation 

process could be updated to the bilingual dictionary. The translated query is given to 

an existing search engine like Alta Vista, Google, etc. This Machine Translation 

approach retrieves the pages with Mean Average Precision of 95%. The recall value is 

also considerably improved. 

 

Introduction 

The World Wide Web (WWW), a rich source of information is growing at an enormous rate. 

According to Online Computer Library Center, English is still the dominant language in the web that 

contributes most of the content [10]. However, global internet usage statistics reveal that the number 

of non-English internet users is steadily on the rise, but all of them are not able to express their basic 

needs in English. Tamil users who are not able to express their needs in English are also growing in 

the Internet. They generally search for the information using the Tamil search engines. But the content 

provided by these search engines is less in number [13]. Making the huge repository of information on 

the web, which is available in English, accessible to non-English internet users has become an 

important challenge in recent times. When the non-English users want to access the existing search 

engines, most of the time they arrive at improper formulation of English queries. 

Cross-Lingual Information Retrieval (CLIR) systems aim to solve the above problem by allowing the 

users to pose the query in their own (source) language which is different from the language of the 

documents that are searched. This enables users to express their information need in their native 

language while the CLIR system takes care of matching it appropriately with the relevant documents 

in the target language.  



 

174 

CLIR focuses on the cross-language issues from the Information Retrieval perspective rather than 

Machine Translation perspective [12]. The basic idea in Machine Translation (MT) is to replace each 

term in the query with an appropriate term or a set of terms from the lexicon syntactically. If the query 

is translated based on MT approach, the search will give better result. For example, a Tamil query 

“udal nalaththirrku ettra payirkal” translated to English query “body health suitable for crops” in a word by 

word approach will give an average result. Whereas the machine translation approach translates the 

query to “crops suitable for body health” which gives better result.  

We propose a CLIR system using Machine Translation approach in Agricultural domain for Tamil 

Farmers. The system retrieves relevant documents from an English corpus in response to a query 

expressed in Tamil language. Here, the query given in Tamil language is translated syntactically and 

semantically to English (not word by word translation/transliteration) for Information Retrieval 

process.  

Section 2 briefly describes the various works done related to Cross Lingual Information Retrieval 

systems. Section 3 explain the various phases that are involved in translating the given Tamil query to 

English using MT approach in Agriculture domain. Section 4 elaborates the various experiments 

conducted to analyze the performance namely (i) comparison of word by word translation with 

machine translation, (ii)comparison of Tamil Search Engine with CLIR system and (iii)comparison of 

irrelevant query formed by non-English users with query translated by CLIR system. 

Literature Survey 

Cross Lingual Information Retrieval Systems for Indian Languages 

Several organizations in India are working on the CLIR system for Indian Languages [13]. Jadavpur 

University has developed a Bengali, Hindi and Telugu to English CLIR system as part of the ad-hoc 

bilingual task [15]. IIT Bombay has developed Hindi-English and Marathi-English CLIR systems [10]. 

IIIT, Hyderabad has developed a Hindi and Telugu to English CLIR system [12]. IIT kharagpur has 

developed a CLIR system for two most widely spoken Indian languages, Hindi and Bengali [4]. All 

these works uses bilingual dictionaries. Microsoft Research India has also work on Hindi to English 

cross-lingual System [8] in which they used a word alignment table that was learnt by a Statistical 

Machine Translation (SMT) system trained on aligned parallel sentences. These organizations have 

experimented their results on English corpus of LA Times 2002. AU-KBC had developed Tamil- 

English Cross Lingual Information Retrieval Track [11] for news articles taken from “The Telegraph”, 

English news magazine in India. All these organizations have developed their CLIR systems using 

word by word translation approach in news domain. 

Machine Translation Systems 

Statistical machine translation (SMT) is an approach to MT that is characterized by the use of machine 

learning methods. A complete survey and methodologies to build SMT systems is found in [1]. Tamil-

English [5] and English-Tamil [2] statistical machine translation system are developed by constructing 

parallel corpus.  

Applications of Agriculture 

Many researches are working on the development of applications in the domain of Agriculture. Food 

and Agricultural Organization of United Nation has developed an Agricultural Ontology – 

AGROVAC [7] that provides different concepts and their relations for agricultural domain in different 
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languages of European and Asian languages including Hindi. Knowledge elicitation methods for 

multiple experts in domain of Agriculture are developed as part of the expert system [3].  

We have developed a Cross Lingual Information Retrieval System for Tamil language using MT 

approach in Agriculture domain. 

System Architecture 

The proposed CLIR system uses a number of phases to translate the given Tamil query in Agriculture 

domain to an English query using MT approach. This is illustrated in the figure 3.1. 

Morphological Analysis 

Morphological Analyzer accepts the input query string and performs a database lookup operation to 

check whether the given query is directly present in the bilingual dictionary. If present, the translated 

query is returned. Otherwise split the query into the individual constituent words. By applying 

morphological rules for handling plurals, case suffices, oblique, etc., the root words are obtained. 

 

 

 

 

 

 

 

 

 

 
Figure 3.1. System Architecture 

Dictionary Lookup 

We have developed a Tamil-English bilingual dictionary of size 5.08MB that contains most the words 

related to agricultural domain. The dictionary had to be built from the scratch as no resource is 

available for this domain. After each intermediary step in the Morphological Analyzer, the extracted 

word is mapped with the bilingual dictionary to check whether it is a root word. If it is available, 

meaning of the word is returned. If not, the word is then passed on to the subsequent stages in the 

Morphological Analyzer. At the final stage of the Morphological Analyzer, if the word returned is a 

root word that is available in the bilingual dictionary, then its meaning in the target language is 

returned. Otherwise the word is processed so as to bring it to a form that is available in the dictionary 

and relevant to the context. For example, for the given word “veelaan” meaning agriculture, the root 

word available in the dictionary is “veelaanmai”. The closest match for “veelaan” is identified as 

“veelaanmai” and the meaning is returned.  
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The system exhibits a dynamic learning approach wherein any new word that is encountered in the 

translation process could be updated to the bilingual dictionary by allowing the user dynamically to 

insert it into the dictionary along with its corresponding English meaning.  

Machine Translation 

Tamil is a subject-object-verb (SOV) language. SOV is the type of language in which the subject, object 

and verb appear in that order. Subject-verb-object (SVO) is a sentence structure where the subject 

comes first, the verb second and the object third. English is one such language. Tamil to English 

translation involves classifying the individual translated words into subject, verb and object and 

placing them in correct ordering. The individual words are processed and identified as to whether 

they belong to noun or verb and the classification is performed. The words are then arranged 

according to the SVO pattern to obtain the translated query in English. In order to perform the 

translation part of speech (pos) tagging should be done for all the words in the dictionary. A local 

word reordering is performed based on POS tagging to obtain SVO patter of English query [9]. 

Word Sense Disambiguation 

A complete survey of Word Sense Disambiguation is found in [14]. This phase uses the word-net, a 

variation of Lesk algorithm [6] to retrieve the possible senses of a word. For each sense of a given 

word, it is compared with all possible senses of the surrounding words in the given query. The count 

of number of words common between the sense descriptions is calculated and assigned as the score 

for the particular sense of the word. The sense that has the highest score is declared the most 

appropriate one for the target word in the given context. For example, for the query “aarukalil ulla miin 

vakaikal”, the word “aaru” is ambiguous having two different meanings, “The digit six” and “River”. 

The second sense of the word obtains the highest score when compared with the senses of the other 

words in the query. Thus the correct sense of the word in the given query is “river”. Hence the query is 

translated to “Fish type present in river”. 

Experimental Results 

We have developed a small GUI using which the users can enter their query in Tamil and are 

translated to English using the CLIR system. The translated query is given to an existing search 

engines like Alta Vista, Google, etc and the pages are retrieved in English. Various experiments have 

been done to compare the performance of the developed system with an existing system.  

Precision comparison between Word By Word Translation (WBWT) and MT 

To determine the relevance of each retrieved page, a four-point scale was used which enabled us to 

calculate precision. A page representing full text of research paper, seminar/conference proceedings 

or a patent is given a score of three and its abstract is given a score of two. A page corresponding to a 

book or a database is given a score of one. A page representing other than the above (i.e. company 

web pages, dictionaries, encyclopedia, organization, etc.) is given a score of zero. A page occurring 

more than once under different URL is assigned a score of zero.  

The machine translated queries retrieves documents whose precision is greater than the precision of 

the documents retrieved using the Word by Word translation Technique which is illustrated in the 

following table. 
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Translated query  Precision(%) Tamil Query 

WBW trans Machine Trans WBWT MT  

Nerppayir 

saakupatikku ettra 

urangkal 

Paddy crop cultivation 

for 

Suitable pesticide 

Pesticide suitable for 

paddy crop cultivation 

72 97 

Utal nalaththirrku 

Ettra payirkal 

Body health suitable for 

crops 

Crops suitable for body 

health 

69 96 

Mann thottarpaana 

itarpaatukal 

Soil related to hurdle Hurdle related to soil 70 89 

Velan thurayil ulla 

tharpothaya 

valarssikal 

agricultural department 

present in current 

development 

Current development 

present in agricultural 

department 

83 91 

Performance comparison between a Tamil search engine and the CLIR System  

The non-English (Tamil) users who do not know how to give query in English generally use the Tamil 

Search Engines. We experimented by giving query in Tamil to Webulagam search and observed that 

the recall value was very less and the precision was also very low due to the lack of content 

availability with Tamil Search Engines. We obtained a result with good precision and recall when the 

same query was given to our CLIR system. 

 Search System Webulagam Search CLIR Search 

Query பயி᾽ பாᾐகாᾺᾗ Crop protection 

 No. of. documents retrieved  57  1,40,000 

Precision(%)  23  97 

Search Result and Precision for an Improper query formed by non-English user and Correct query 

formed using MT  

When the non-English(Tamil) users try to formulate their queries in English, most of the time they 

arrive at improper queries. We have experimented with some improper queries given to an existing 

search engines and the performance of the search result is low when compared to the query that was 

translated by the CLIR system. 

Search request Irrelevant query in English  translated to English using 

CLIR 

Munthiri valarkka ettra mann Cashew grow soil Soil suitable for cashew growth 

No: of documents retreived 14,700 65,700 

precision 44 82 
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Conclusion  

The CLIR System helps the Farmers of Tamil Nadu, India to pose their information need in Tamil and 

to retrieve the documents from a large corpus in English language. The system focuses on the Machine 

Translation technique rather than the word by word translation and gives better result. The CLIR 

systems generally display the search result in English. It is appropriate, if the results are displayed in 

their own language for the users who do not know how to give query in English. This system can be 

further extended to Rank the pages and provide a summary (in English) of top pages, translate the 

summary to Tamil or provide an answer to the query in Tamil (like an expert system). 

Acknowledgement: We wish to thank C.Karthika and M.Nandhini for their valuable contributions in 

collecting data related to Agricultural domain, developing the bilingual dictionary and implementing 

the code for CLIR system. We also thank our management for their continuous motivation and 

support. 
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அறிவிய᾿ மιᾠΆ தιகாலᾷ ேதைவகᾦᾰேகιற தமிெழᾨᾷᾐᾲ அறிவிய᾿ மιᾠΆ தιகாலᾷ ேதைவகᾦᾰேகιற தமிெழᾨᾷᾐᾲ அறிவிய᾿ மιᾠΆ தιகாலᾷ ேதைவகᾦᾰேகιற தமிெழᾨᾷᾐᾲ அறிவிய᾿ மιᾠΆ தιகாலᾷ ேதைவகᾦᾰேகιற தமிெழᾨᾷᾐᾲ 
சீ᾽திᾞᾷதᾙΆ அவιைறᾰ கணினி மιᾠΆ ைகேபசி சீ᾽திᾞᾷதᾙΆ அவιைறᾰ கணினி மιᾠΆ ைகேபசி சீ᾽திᾞᾷதᾙΆ அவιைறᾰ கணினி மιᾠΆ ைகேபசி சீ᾽திᾞᾷதᾙΆ அவιைறᾰ கணினி மιᾠΆ ைகேபசி 

ெசய᾿பா᾵ᾊιᾁᾺ பயᾹபᾌᾷᾐΆ ᾙைறᾜΆெசய᾿பா᾵ᾊιᾁᾺ பயᾹபᾌᾷᾐΆ ᾙைறᾜΆெசய᾿பா᾵ᾊιᾁᾺ பயᾹபᾌᾷᾐΆ ᾙைறᾜΆெசய᾿பா᾵ᾊιᾁᾺ பயᾹபᾌᾷᾐΆ ᾙைறᾜΆ 
தததத . . . .ஞான பாரதிஞான பாரதிஞான பாரதிஞான பாரதி 

மᾷதிய ேதா᾿ ஆராᾼᾲசி நிைலயΆ, ெசᾹைன 

 

Abstract: Expansion of wisdom and introduction of various science, communication and 

technology along with arrival of various cultures from different parts of the world has to 

be accepted and adopted as per the needs for the development of a society. As the Tamil 

people accepted many such changes, Tamil language also in need of some changes to 

adopt the new environment. The article emphasizes the need for improvement in the 

letters of the language for acceptance various science and technology and for its own 

developments. The new letters introduced are  ,  ,  ,  ,  ,  ,  for angam, 

sangam, padam, aimbadhu, sandham, uv(w)amai and zigzag, respectively. The Tamil 

letter )ஃᾺ (used for sound ‘F’ is modified for a new and better one as ‘ ’. The new letters 

introduced are similar to the existing Tamil letters thus easily be accepted without any 

difficulties by the people who can read and write Tamil. The article also gives a new 

keyboard arrangements system for computers and mobile phones for Tamil letters that 

includes the newly introduced letters. These changes will revolutionize usage of Tamil in 

its advancement in every field on its acceptance.  

 

அறிᾙஅறிᾙஅறிᾙஅறிᾙகΆகΆகΆகΆ 
உலகி᾿ இயιைகயிᾹ அᾱகᾱகᾦΆ நிக῁ᾫகᾦΆ ᾗதிதாக இᾹᾠΆ கᾶடறியᾺபᾌகிᾹறன. ேமᾤΆ 
ᾗதிᾐ ᾗதிதாக பல கᾞவிகᾦΆ ெசய᾿கᾦΆ உᾞவாᾰகᾺபᾌகிᾹறன அ᾿லᾐ ேமΆபᾌᾷதᾺபᾌகிᾹறன 
இவιைற ெபயாி᾵ᾌ அைழᾰகிᾹேறாΆ. இῂவழᾰகΆ ப᾿ேவᾠ பᾁதிகளிᾤΆ நிக῁வதா᾿ அைவ 
ெவῂேவᾠ ெபய᾽களி᾿ அைழᾰகᾺபᾌகிᾹறன. ேமேல ᾁறிᾺபி᾵டவιைற பிற᾽ ᾚலΆ அறிᾜΆ 
ெபாᾨᾐ, ஒᾞ சᾙதாயΆ அதி᾿ தமᾰᾁ ேதைவயானைத தΆெமாழிᾰேகιற ஒᾞ ᾗᾐᾺெபயாிேலா அ᾿லᾐ 
தமᾰᾁ ெதாிவிᾷதவ᾽ உைரᾰᾁΆ ெபயாிேலா அைடயாளᾺபᾌᾷதி ஏιᾠᾰெகா῀கிறᾐ. சᾚகᾱகᾦᾰᾁ῀ 
ஏιப᾵ட ெதாட᾽ᾗகளினா᾿ வைகᾺபᾌᾷᾐத᾿ மιᾠΆ ெபயாிᾌதᾢ᾿ வ᾽ᾷதகΆ மιᾠΆ அறிவிய᾿ 
சா᾽Ᾰதைவ ஒᾞᾙகᾺபᾌᾷதᾺப᾵ᾌ῀ளன.  இᾺெபய᾽க῀ ப᾿ேவᾠ பᾁதிகளி᾿ இᾞᾸᾐΆ 
அறிᾙகமாᾁதலா᾿, ᾙதᾢ᾿ உலகிιᾁ ெவளிபᾌᾷதியவ᾽ ᾁறிᾺபிᾌΆ ெபயேர ெபᾞΆபாᾤΆ 
நிைலᾰகிறᾐ. 

எனேவ பல திᾰᾁகளிᾢᾞᾸᾐ வᾞΆ ᾗதியனவιைற ஏιᾁΆ வைகயி᾿ ெமாழியிᾹ எᾨᾷᾐᾰக῀ 
அைமᾸதிᾞᾰக ேவᾶᾌΆ அ᾿லᾐ அைமᾰகᾺபட ேவᾶᾌΆ. தமிழி᾿ தιேபாᾐ உ῀ள எᾨᾷᾐᾰகளா᾿ 
இῂவாᾠ ஏιᾠᾰெகாᾶட ெசாιகைளᾷ ெதளிவாக எᾨத இயலாத நிைல உ῀ளᾐ. தமி῁ ெசாιகைளᾺ 
ேபால பிறெசாιகைளᾜΆ தவறிᾹறி எᾨத மιᾠΆ அவιைற ெதளிவாகᾺ பᾊᾷᾐணரᾰᾂᾊய நிைலயி᾿ 
ெமாழி இᾞᾰக ேவᾶᾌமாதலா᾿ எᾨᾷᾐᾲ சீ᾽ᾷதிᾞᾷதΆ அவசியமாகிறᾐ. 
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எᾨᾷᾐᾲஎᾨᾷᾐᾲஎᾨᾷᾐᾲஎᾨᾷᾐᾲ சீ᾽திᾞᾷதᾷதிᾹ அவசியΆசீ᾽திᾞᾷதᾷதிᾹ அவசியΆசீ᾽திᾞᾷதᾷதிᾹ அவசியΆசீ᾽திᾞᾷதᾷதிᾹ அவசியΆ 

எᾨᾷெதாᾢᾜΆ இலᾰகணᾙΆ இைணᾸᾐ தமி῁ ெசாιகைள உᾞவாᾰᾁகிᾹறன. ஒῂெவாᾞ 
ெமாழியிᾤΆ அவιறிᾰᾁ ம᾵ᾌேம உாிய சில ஒᾢகᾦΆ இᾞᾰᾁெமᾹறாᾤΆ ெபாᾐவான ஒᾢக῀ 
அைனᾷᾐ ெமாழிகளிᾤΆ காணᾺபᾌகிᾹறன. அῂவாᾠ தᾹனிடΆ இ᾿லாத ஒᾢகைளᾜΆ ஏιகᾰᾂᾊய 
நிைலயி᾿ ெமாழியிᾹ எᾨᾷᾐᾰக῀ அைமᾸதிᾞᾺபᾐ ெமாழியிᾹ வள᾽ᾲசிᾰᾁΆ அதனா᾿ அᾲசᾚகᾷதிᾹ 
ேமΆபா᾵ᾊιᾁΆ அவசியமாᾁΆ.  

தமி῁, ப᾿லாᾶᾌகளாக தனிᾷதிᾞᾸதᾐ. கடᾸத சில ᾓιறாᾶᾌகளாக அய᾿ நாᾌகளிᾹ அறிவிய᾿ 
மιᾠΆ ெதாழி᾿ᾒ᾵பᾷைத ஏιᾠᾰெகாᾶடேதாᾌ ம᾵ᾌம᾿லா᾿ பிற ெமாழிகளிᾹ தாᾰகᾷைதᾜΆ தமி῁ 
எதி᾽ெகா῀ள ேவᾶᾊயிᾞᾸதᾐ. ஆனா᾿, அῂவாᾠ ஏιᾠᾰெகாᾶட ெசாιகளி᾿ பல, தமிழிᾹ, 

தமிழாிᾹ ஆᾦைமயா᾿, இΆெமாழியிᾹ இலᾰகண மιᾠΆ வழᾰᾁᾙைறᾰேகιப தமிழாᾰகᾺப᾵டன. 
எ.கா. லᾰ.ῃமᾹ – இலᾰᾁவணᾹ, ேடவி᾵ – தாᾪᾐ, அலாᾊᾹ – அலாᾫதீᾹ, ஃᾺராᾹῄ – பிராᾹᾆ, 
காஃபி – காᾺபி, எᾴசிᾹ – இயᾸதிரΆ. அைர ᾓιறாᾶடாக ப᾿ேவᾠ காரணᾱகளா᾿ தனிᾷᾐவᾷைத 
ஆᾦைமைய தள᾽ᾷதᾷ ெதாடᾱகியᾐ எ.கா. மேனாகரᾹ – மேனாக᾽. நாளைடவி᾿, ஏιᾠᾰ ெகாᾶட 
ெசாιகளிᾹ மீᾐ எᾸத ஆᾦைமையᾜΆ ெசᾤᾷத தயᾱகியᾐ. எ.கா. சᾱகரᾹ – சᾱக᾽ – ஷᾱக᾽. இᾹᾠ 
அறிவிய᾿, கைல, தகவ᾿, வணிகΆ, ெதாட᾽ᾗ மιᾠΆ ெதாழி᾿ᾒ᾵பΆ என ப᾿ேவᾠ ᾐைறகளிᾤΆ 
தமிழ᾽ ஈᾌப᾵ᾊᾞᾺபதாᾤΆ, ேமᾤΆ பல காரணᾱகளினாᾤΆ இலᾰகண ெநறிையᾷ தள᾽ᾷத ேவᾶᾊய 
நிைல ஏιப᾵ᾌ῀ளᾐ. இதனா᾿ அறிவிய᾿, வ᾽ᾷதகΆ, ெதாழி᾿ᾒ᾵பΆ, கைல, இடᾱகளிᾹ ெபய᾽க῀ 
மιᾠΆ பலவιைற அேத நிைலயி᾿, அேத ெபயாி᾿, எῂவித மாιறᾙமிᾹறி ஏιᾠᾰெகா῀ளᾷ 
ெதாடᾱகியிᾞᾰகிறᾐ. இᾷதள᾽வா᾿, தமி῁ எᾨᾷᾐᾰகைளᾰ ெகாᾶᾌ நாΆ ஏιᾠᾰெகாᾶட ப᾿ேவᾠ 
ெசாιகைளᾷ ெதளிவாக எᾨத, எᾨதியவιைற சாியான ᾙைறயி᾿ பᾊᾰக இயலாத நிைல/தடᾱக᾿ 
ஏιப᾵ᾊᾞᾰகிறᾐ. எனேவ, தமி῁ ெசாιகைளᾺ ேபால பிறெசாιகைளᾜΆ தவறிᾹறி எᾨத, அவιைற 
ெதளிவாகᾺ பᾊᾷᾐணரᾰᾂᾊய நிைலயி᾿ ெமாழி இᾞᾰக ேவᾶᾌΆ எᾹபதா᾿ தமிழி᾿ எᾨᾷᾐᾲ 
சீ᾽ᾷதிᾞᾷதΆ அவசியமாகிறᾐ. 

சீ᾽திᾞᾷத ᾙைறசீ᾽திᾞᾷத ᾙைறசீ᾽திᾞᾷத ᾙைறசீ᾽திᾞᾷத ᾙைற 

தமிழ᾽ ப᾿லாᾶᾌகளாக பயᾹபᾌᾷᾐΆ ஒᾢகளி᾿, ᾁறிᾺபி᾵டவιறிᾰᾁ தமி῁ எᾨᾷᾐᾰகைள 
வைரயᾠᾷᾐ, பிற ஒᾢகᾦᾰᾁΆ, ேமᾤΆ தιகாலᾷதி᾿ பரவலாக ஏιᾠᾰெகாᾶᾊᾞᾰᾁΆ தமிழ᾿லாத 
ஒᾢகᾦᾰᾁΆ, ᾗதிய எᾨᾷᾐᾰக῀ உᾞவாᾰகᾺப᾵ᾌ῀ளன. தமிழி᾿ உᾞவாᾰகᾺபᾌΆ ᾗதிய 
எᾨᾷᾐᾰகᾦΆ மாιறᾱகᾦΆ பிᾹவᾞΆ ᾙைறகளிᾹ அᾊᾺபைடயி᾿ அைமᾰகᾺப᾵ᾌ῀ளன: 

1. தமி῁ எᾨᾷᾐᾰகᾦடᾹ ஒᾷதிᾞᾰᾁΆ வாிவᾊவᾱகளாக இᾞᾷத᾿. (எ.கா. ெபᾞΆபாலான தமி῁ 
எᾨᾷᾐᾰகᾦᾰᾁ 90˚ திᾞᾺபᾱகᾦΆ, பல எᾨᾷᾐᾰகளிᾹ ேமᾢᾞᾰᾁΆ ேகாᾌ வலᾐᾗறΆ 
நீᾶᾌΆ இᾞᾰᾁΆ) 

2. தமிெழᾨᾷᾐᾰகைள அறிᾸேதா᾽ உணᾞமாᾠ இᾞᾷத᾿. 

3. மாιறᾱகைள ஏιᾠΆ/தவி᾽ᾷᾐΆ பᾊᾰக ᾂᾊயதாக இᾞᾷத᾿. 

4. நைடᾙைறᾺபᾌᾷᾐவதி᾿ சிᾰக᾿க῀ ᾁைறᾸதிᾞᾷத᾿. 

ᾗதியᾗதியᾗதியᾗதிய எᾨᾷᾐᾰக῀எᾨᾷᾐᾰக῀எᾨᾷᾐᾰக῀எᾨᾷᾐᾰக῀ 
நாΆ பரவலாக பயᾹபᾌᾷதᾺபᾌΆ ெபாᾐவான ஒᾢகைளᾺ பிாிᾷᾐணᾞΆ வைகயி᾿ இᾲசீ᾽திᾞᾷதΆ 
வᾊவைமᾰகᾺப᾵ᾌ῀ளᾐ. கீ῁கᾶட ᾙைறகளிᾹ அᾊᾺபைடயி᾿ ᾗதிய எᾨᾷᾐᾰக῀ 
உᾞவாᾰகᾺப᾵ᾌ῀ளன: 
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1. தமிழி᾿ உ῀ள ஒᾢகᾦᾰᾁ தனிᾷதனி எᾨᾷᾐᾰகைள வைரயᾠᾷᾐ ேதைவயானவιறிᾰᾁ ᾗதிய 
எᾨᾷᾐᾰகைள உᾞவாᾰᾁத᾿ 

2. தமிழி᾿ (எᾨᾷᾐᾰகᾦᾰᾁ) இ᾿லாத, ஆனா᾿ தιகாலᾷதி᾿ பயᾹபᾌᾷதᾺபᾌΆ, ஒᾢகᾦᾰᾁᾺ 
ᾗதிய எᾨᾷᾐᾰகைள ஏιபᾌᾷᾐத᾿ 

தமிழி᾿ உ῀ளதமிழி᾿ உ῀ளதமிழி᾿ உ῀ளதமிழி᾿ உ῀ள ஒᾢகᾦᾰகான வாிவᾊவᾱஒᾢகᾦᾰகான வாிவᾊவᾱஒᾢகᾦᾰகான வாிவᾊவᾱஒᾢகᾦᾰகான வாிவᾊவᾱக῀க῀க῀க῀ 

தமி῁ᾲ ெசாιகளி᾿ உ῀ள ஒᾢகைள தனிᾷதனியாக வைகᾺபᾌᾷதி, தனிைமᾺபᾌᾷதேவᾶᾊய 
ஒᾢகᾦᾰᾁ ᾗதிய எᾨᾷᾐᾰகைளᾷ ேதாιᾠவிᾺபதிᾹ ᾚலேம ெபᾞΆபாலான அறிவிய᾿ ெசாιகைளᾜΆ 
அவιறிᾹ ஒᾢகைளᾜΆ தமிழி᾿ பிைழயிᾹறி ெகாᾶᾌவர ᾙᾊᾜΆ. 

ககரᾷைத ஒᾷᾐவᾞΆ ஒᾢக῀: க᾿வி, அᾱகΆ எᾹற இᾞ ெசாιகளி᾿, க᾿வி எᾹபதி᾿ ககரΆ 
வ᾿ெலாᾢயாகᾫΆ அᾱகΆ எᾹபதி᾿ ெம᾿ெலாᾢயாகᾫΆ ஒᾢᾰகிறᾐ. வ᾿ெலாᾢைய ‘க’ எᾹᾠΆ 
ெம᾿ெலாᾢைய ‘ ’ எᾹᾠΆ பிாிᾺபதா᾿ ஒᾢᾰேகιப தனிᾷதனி எᾨᾷᾐᾰக῀ அைமகிᾹறன. 

சகரᾷைத ஒᾷᾐவᾞΆ ஒᾢக῀: பாᾼᾲச᾿, சᾱᾁ எᾹற வா᾽ᾷைதகளி᾿ உ῀ள சகரΆ, பாᾼᾲச᾿ எᾹபதி᾿ 
வ᾿ெலாᾢயாகᾫΆ, சᾱகΆ எᾹபதி᾿ ெம᾿ெலாᾢயாகᾫΆ ஒᾢᾰகிறᾐ. ெம᾿ெலாᾢயாக வᾞΆ ‘ச’, ‘ ’ 

வாக மாறி தனிெயᾨᾷதாகிறᾐ. ஆனா᾿, தιெபாᾨᾐ ‘ஸ’ எᾹற வாிவᾊவᾙΆ பயனி᾿ உ῀ளᾐ. 
இῂெவᾨᾷᾐᾰகளிᾹ பயᾹபா᾵ᾊᾤ῀ள பிரᾲசிைனகᾦΆ அதιகான நைடᾙைற தீ᾽ᾫகᾦΆ பிᾹன᾽ 
விவாிᾰகᾺப᾵ᾌ῀ளᾐ. 

டகரᾷைத ஒᾷᾐவᾞΆ ஒᾢக῀: தமிழி᾿ டகரΆ வ᾿ெலாᾢயாக ச᾵டΆ எᾹற ெசா᾿ᾢᾤΆ, 
ெம᾿ெலாᾢயாக படΆ எᾹற ெசா᾿ᾢᾤΆ வᾞகிறᾐ. இᾱᾁ படΆ எᾹற ெசா᾿ᾢ᾿ உ῀ள ‘ட’, ‘ ’ வாக 
மாறி ெம᾿ெலாᾢᾰᾁ தனிெயᾨᾷᾐ உᾞவாகிறᾐ. 

தகரᾷைத ஒᾷᾐவᾞΆ ஒᾢக῀: தᾶணீ᾽, சᾸதΆ எᾹற இᾞ ெசாιகளி᾿ தᾶணீ᾽ எᾹபதி᾿ தகரΆ 
வ᾿ெலாᾢயாகᾫΆ, சᾸதΆ எᾹபதி᾿ ெம᾿ெலாᾢயாகᾫΆ ஒᾢᾰகிறᾐ. இᾱᾁ ெம᾿ெலாᾢயாக வᾞΆ 
‘த’, ‘ ’ வாக மாறி அதᾹ ஒᾢᾰேகιப தனிெயᾨᾷதாகிறᾐ. 

பகரᾷைத ஒᾷᾐவᾞΆ ஒᾢக῀: பசி எᾹற ெசா᾿ᾢ᾿ பகரΆ வ᾿ெலாᾢயாகᾫΆ, ஐΆபᾐ எᾹற ெசா᾿ᾢ᾿ 
ெம᾿ெலாᾢயாகᾫΆ வᾞகிறᾐ. ஐΆபதி᾿ வᾞΆ ‘ப’, ‘ ’ வாக மாறி ெம᾿ெலாᾢᾰᾁ தனிெயᾨᾷதாக 
அைமகிறᾐ. 

வகரᾷைத ஒᾷᾐவᾞΆ ஒᾢக῀: அவᾹ, உவைம எᾹற ெசாιகளிᾤ῀ள வகரΆ ᾙத᾿ வா᾽ᾷைதயி᾿ 
ேமιப᾿ கீᾨத᾵ைட ெதா᾵ᾌ விலᾁΆ ேபாᾐΆ, இரᾶடாΆ வா᾽ᾷைதயி᾿ இᾞ உதᾌகᾦΆ ᾁவிᾸᾐ 
விாிᾜΆ ேபாᾐΆ உᾞவாகிறᾐ. எனேவ இரᾶடாவᾐ வா᾽ᾷைதயி᾿ வᾞமாᾠ அைமᾜΆ வகரΆ ‘ ’ 

வாக மாறி தனிெயᾨᾷதாகிறᾐ. இῂவாᾠ ‘வ’விᾹ நᾌவி᾿ ைவᾰகᾺபᾌΆ ᾗ῀ளியா᾿ உᾞவாᾁΆ 
இῂெவᾨᾷᾐ, எᾸதெவாᾞ உயி᾽ெமᾼயாᾁΆேபாᾐΆ எᾨᾷதிᾹ வᾊைவ மாιறாமᾤΆ தனிᾷᾐ 
ெதாிᾜΆபᾊᾜΆ அைமᾸதிᾞᾰᾁΆ. இதᾹபᾊ வியᾹனா, வாஷிᾱடᾹ எᾹபனவιைற வியᾹனா, 

ஷிᾱடᾹ என ஒᾢᾰேகιப பிாிᾷᾐணரலாΆ.  

தமிழி᾿தமிழி᾿தமிழி᾿தமிழி᾿ அ᾿லாத ஒᾢகᾦᾰகான வாிவᾊவᾱக῀அ᾿லாத ஒᾢகᾦᾰகான வாிவᾊவᾱக῀அ᾿லாத ஒᾢகᾦᾰகான வாிவᾊவᾱக῀அ᾿லாத ஒᾢகᾦᾰகான வாிவᾊவᾱக῀ 

• ஹ, ஜ, ஷ ேபாᾹற வாிவᾊவᾱக῀ ᾁறிᾺபி᾵ட ஒᾢகᾦᾰகாக ப᾿லாᾶᾌகளாக 
பயᾹபᾌகிᾹறன. தமி῁ எᾨᾷᾐᾰகைளᾺேபா᾿ இ᾿லாமᾢᾞᾸᾐΆ ெதாட᾽Ᾰᾐ பல 
ஆᾶᾌகளாக பயᾹபᾌவதா᾿, அேத நிைலயி᾿ ஏιᾠᾰெகா῀வேத சிறᾸதᾐ.  

• இᾹஃேபாசிῄ, ஃபாரᾹஹீ᾵, ஃᾺராᾹῄ, ஃபிᾹலாᾸᾐ எᾹற ெசாιகளி᾿ வᾞΆ ஒᾞ ஒᾢ, ஃ, ப 
எᾹற இᾞ ேவᾠப᾵ட ஒᾢகைளᾰ ெகாᾶட எᾨᾷᾐᾰகைளᾲ ேச᾽ᾷதைமᾷᾐ ஓெரᾨᾷதாக 
தமிழி᾿ எᾨதᾺபᾌகிᾹறᾐ. இைத எளிைமயான ஒெரᾨᾷதாக ‘ ’ எᾹᾠ எᾨᾐவᾐ 
ேமᾹைமையᾷதᾞΆ. இῂவாᾠ ‘ப’விᾹ நᾌவி᾿ ைவᾰகᾺபᾌΆ ᾗ῀ளியா᾿ உᾞவாᾁΆ 
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இῂெவᾨᾷᾐ, எᾸதெவாᾞ உயி᾽ெமᾼயாᾁΆேபாᾐΆ இட᾽படாமᾤΆ, எᾨᾷதிᾹ வᾊைவ 
மாιறாமᾤΆ ேமᾤΆ தனிᾷᾐ உணᾞΆபᾊᾜΆ அைமᾸதிᾞᾰᾁΆ. எனேவ இᾲெசாιக῀ இனி ,
இᾹ ῄ, ரᾹஹீ᾵, ராᾹῄ, ᾹலாᾸᾐ எᾹறைமᾜΆ. 

• Zambia, Zen, zip, benzene எᾹற வா᾽ᾷைதகளி᾿ வᾞΆ ஒᾞ ஒᾢைய தமிழி᾿ சாியாக எᾨத 
தιேபாᾐ எᾨᾷᾐᾰக῀ இ᾿ைலெயᾹபதா᾿, அῂெவᾨᾷᾐᾰᾁறிய ஒᾢைய, ெபாᾐவாக, ‘ஜ’ 
எᾹற எᾨᾷைத பயᾹபᾌᾷதி ஜாΆபியா, ெஜᾹ, ஜிᾺ, ெபᾹஜிᾹ எᾹᾠ எᾨᾐகிᾹேறாΆ. 
இῂெவᾨᾷᾐ பல இடᾱகளி᾿ ஒᾢைய ம᾵ᾌம᾿லாம᾿ விளᾰகᾷைதᾜΆ மாιறᾰᾂᾊயᾐ. 
எனேவ இῂேவᾠபா᾵ைட ெவளிᾺபᾌᾷᾐΆ விதமாக இᾱᾁ ‘ஜ’ விιᾁ பதிலாக ‘ ’ எᾹற ᾗதிய 
எᾨᾷைதᾺ பயᾹபᾌᾷத, ெசா᾿ᾤΆ எᾨᾷᾐΆ ெதளிவாᾁΆ. இதᾹபᾊ அῂெவாᾢᾜைடய 
ெசாιக῀ இனி Ά யா, Ᾱ, Ὰ, Ᾱ Ᾱ எᾹᾠ எᾨதᾺபᾌΆ.  

திᾞᾷதΆதிᾞᾷதΆதிᾞᾷதΆதிᾞᾷதΆ/பிரᾲசிைனகᾦΆபிரᾲசிைனகᾦΆபிரᾲசிைனகᾦΆபிரᾲசிைனகᾦΆ தீ᾽ᾫகᾦΆதீ᾽ᾫகᾦΆதீ᾽ᾫகᾦΆதீ᾽ᾫகᾦΆ 
• ஙகரΆ உயி᾽ெமᾼ எᾨᾷதாக அைமᾸᾐ, அᾱஙஙஙஙனΆ, ஆᾱஙஙஙஙனΆ, இᾱஙஙஙஙனΆ, எᾱஙஙஙஙனΆ எᾹற 

ெசாιகளிᾤ῀ள ‘ங’ ைவᾷ தவிர, ேவᾠ எᾸதெவாᾞ ெசா᾿ைலᾜΆ ஏιபᾌᾷதாததா᾿, ஆᾜத 
எᾨᾷைதᾺ ேபாᾹᾠ ‘ᾱ’ எᾹற ெசா᾿ தனிᾷᾐ ஓெரெயᾨᾷதாக இயᾱᾁΆ. ேமᾤΆ இᾲெசாιக῀ 
தιகாலᾷதி᾿ ெபாிᾐΆ பயᾹபᾌᾷᾐவதி᾿ைல. இதனா᾿ ேமιᾁறிᾺபி᾵ட ெசாιகைளᾺ 
பயᾹபᾌᾷத ேவᾶᾊய நிைல ஏιப᾵டா᾿ அᾲெசாιகளி᾿ உ῀ள ஙகரΆ இனி அᾱ னΆ, 
ஆᾱ னΆ, இᾱ னΆ எᾱ னΆ என கரமாக அைமᾜΆ.  

• ᾫடᾹ உகரᾙΆ ஊகாரᾙΆ ேச᾽Ᾰᾐ உயி᾽ெமᾼயாᾁΆேபாᾐ உᾞவாᾁΆ எᾨᾷᾐᾰக῀ ᾞ, ᾟ 
எᾹற எᾨᾷᾐᾰகைளᾺேபா᾿ அைமᾜமாதலா᾿, அῂவிᾞ உயி᾽ெமᾼ எᾨᾷᾐᾰகைளᾜΆ ,  
எᾹᾠ இᾞ ேந᾽ᾰேகாᾌகைள ேமேல இைணᾰகாம᾿ இைடயி᾿ இைணᾷᾐ எᾨᾐத᾿ 
ேவᾶᾌΆ. 

• ‘ஸ’ எᾹற எᾨᾷᾐ ப᾿லாᾶᾌகளாகᾺ பயᾹபா᾵ᾊ᾿ இᾞᾸᾐΆ எ᾿லா நிைலகளிᾤΆ 
பயᾹபᾌᾷதᾺபᾌவதி᾿ைல. எᾌᾷᾐகா᾵டாக, சᾱகΆ, ச᾵டசைப, ேசவ᾿ எᾹற ெசாιகைள 
ஸᾱகΆ, ஸ᾵டஸைப, ேஸவ᾿ எᾹᾠ எᾨᾐவᾐ கிைடயாᾐ. இவιைற ᾱ Ά, ᾵ட ைப, 

வ᾿ எᾹᾠ எᾨᾐவேத அதனிᾔΆ சிறᾺபானதாக இᾞᾰᾁΆ. அேத ேநரᾷதி᾿, கரΆ 
ெமᾼெயᾨᾷதாக வᾞΆேபாᾐ இῂெவᾨᾷᾐ நᾹᾁ பழᾰகᾺபᾌΆ வைர ᾁழᾺபΆ ஏιபᾌΆ. எ.கா. 
விῄவபாரதி, ῄகா᾵லாᾸᾐ எᾹபனவιைற வி வபாரதி, கா᾵லாᾸᾐ எᾹᾠ எᾨதினா᾿ 
தᾌமாιறΆ ஏιபடᾰᾂᾌΆ. எனேவ, ெமᾼெயᾨᾷதாக வᾞΆேபாᾐ ‘ῄ’ எᾹᾠΆ உயி᾽ெமᾼயாக 
வᾞΆேபாᾐ ‘  ‘ எᾹᾠΆ ,சில காலᾱகᾦᾰᾁ, எᾨᾐத᾿ ேவᾶᾌΆ. எ.கா. ரῄவதி. 

ᾑய, பயனிᾤ῀ள மιᾠΆ சீ᾽திᾞᾷத ᾙைறயி᾿ உᾞவான தமி῁ எᾨᾷᾐᾰகளிᾹ அ᾵டவைண கீேழ 
காணலாΆ: 

 ᾑயᾑயᾑயᾑய தமி῁தமி῁தமி῁தமி῁    பயனிᾤ῀ளைவபயனிᾤ῀ளைவபயனிᾤ῀ளைவபயனிᾤ῀ளைவ ᾗதிய எᾨᾷᾐᾰகᾧடᾹᾗதிய எᾨᾷᾐᾰகᾧடᾹᾗதிய எᾨᾷᾐᾰகᾧடᾹᾗதிய எᾨᾷᾐᾰகᾧடᾹ 

உயி᾽ எᾨᾷᾐ 12 12 12 

ெமᾼ எᾨᾷᾐ 18 
23 [18 + ῄ, ᾳ, ῃ, 
῅, ஃᾺ] 

28 [17 (ᾱ தவிர) + ᾳ, ῃ, ῅, , , 
, , , , , ] 

உயி᾽ெமᾼ 12 X 18 = 216 12 XX 23 = 276 12 XX 28 = 336 

தனிெயᾨᾷᾐ 1 [ஃ] 1 [ஃ] 3 [ஃ, ᾱ, ῄ] 

ெமாᾷதΆெமாᾷதΆெமாᾷதΆெமாᾷதΆ    247247247247    312312312312    379379379379    
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ஔகாரΆ பழᾸதமிழி᾿ இ᾿ைல. இᾺᾗதிய எᾨᾷᾐᾲ சீ᾽திᾞᾷதᾷதிᾹ ᾚலᾙΆ ஔகார எᾨᾷᾐᾰகளிᾹ 
ஒᾢைய சிᾰகᾢᾹறி ெவளிᾺபᾌᾷதலாΆ. இῂெவᾨᾷᾐ ‘ஃப’ைவᾺ ேபாᾹᾠ இᾞ ேவᾠப᾵ட 
ஒᾢகᾦᾰகான எᾨᾷᾐᾰகைளᾰ (ெக, ள) ெகாᾶᾌ எᾨதᾺபᾌகிறᾐ. எனேவ ஆᾜத எᾨᾷைதᾺேபால 
‘ஔ’ ைவᾷ தனி எᾨᾷதாᾰகலாΆ. ஆனாᾤΆ, ெகௗதமᾹ, ெகௗாி, ெகௗதாாி, ெசௗᾰகியΆ, ெசௗதி 
அேரபியா, ெபௗᾷதΆ, ெபௗ᾽ணமி, ஔைவ ேபாᾹற ஔகாரᾷைதᾺ பயᾹபᾌᾷᾐΆ ெசாιக῀ இᾹᾠΆ 
பயனி᾿ உ῀ளன. எனேவ, ஔகாரᾷைத தனி எᾨᾷதாᾰகலாமா ேவᾶடாமா எᾹபᾐ தீர 
விவாதிᾰகᾺபட ேவᾶᾊயதாᾁΆ. அῂவாᾠ ஏιᾠᾰெகாᾶடா᾿ உயி᾽ெமᾼ எᾨᾷᾐᾰக῀ 308 ஆகᾫΆ 
ெமாᾷத எᾨᾷᾐᾰக῀ 351 ஆகᾫΆ அைமᾜΆ. 

எᾨᾐΆ ᾙைறயிᾹஎᾨᾐΆ ᾙைறயிᾹஎᾨᾐΆ ᾙைறயிᾹஎᾨᾐΆ ᾙைறயிᾹ அைமᾺᾗஅைமᾺᾗஅைமᾺᾗஅைமᾺᾗ 
இᾺᾗதிய எᾨᾷᾐᾰகைள அᾲசி᾿ எῂவிடᾷதிᾤΆ சீரான ᾙைறயி᾿ எᾨதᾙᾊᾜெமᾹறாᾤΆ, ைகயி᾿ 
சாியான ᾙைறயி᾿ எᾨᾐவதி᾿ சிரமΆ இᾞᾰᾁமாதலா᾿, , , , ,  எᾹற எᾨᾷᾐᾰகைள , 

, , ,  எᾹᾠ எᾨதலாΆ. 

கணினி த᾵ெடᾲᾆ, ைகேபசி த᾵ெடᾲᾆ மιᾠᾙ῀ள மிᾹனᾎ த᾵ெடᾲᾆᾰᾦᾰேகιறபᾊ தமி῁ 
எᾨᾷᾐᾰகைள சில ேகா᾽ைவகளி᾿ ஒᾞᾱகிைணᾰக ேவᾶᾌΆ. இைவ த᾵டᾲᾆ இயᾸதிரᾱகᾦᾰᾁ 
பயᾹபடாᾐ. இῂவாᾠ அைமᾷத சில மாதிாிக῀ கீேழ ெகாᾌᾰகᾺப᾵ᾌ῀ளன. இவιைற ெசயலாᾰக 
மιᾠΆ நைடᾙைறᾺபᾌᾷத ெமᾹெபாᾞ῀ உᾞவாᾰᾁத᾿ அவசியΆ. 

கணினியிᾹ த᾵ெடᾲᾆ மாதிாிகணினியிᾹ த᾵ெடᾲᾆ மாதிாிகணினியிᾹ த᾵ெடᾲᾆ மாதிாிகணினியிᾹ த᾵ெடᾲᾆ மாதிாி  

தιெபாᾨᾐ ெபாᾐவாக காணᾺபᾌΆ ஆᾱகில த᾵ெடᾲைச அᾊᾺபைடயாகᾰ ெகாᾶᾌ இᾸத மாதிாி 
வᾊவைமᾰகᾺப᾵ᾌ῀ளᾐ. தமிழி᾿ உ῀ள அைனᾷᾐ எᾨᾷᾐᾰகைளᾜΆ கணினியிᾹ 27 ப᾵டᾹகைளᾰ 
(‘;’ ᾫΆ 26 ஆᾱகில எᾨᾷᾐᾰகᾦΆ) ெகாᾶᾌ எᾨதலாΆ.  

ஒெரᾨᾷதாக வᾞபைவ (12): இῂெவᾨᾷᾐᾰக῀ த᾵ெடᾲசிᾹ ஒᾞ ப᾵டைன த᾵ட ெவளிᾺபᾌΆ. 
ஒᾞᾙைறᾰᾁΆ ேம᾿ த᾵ட அேத எᾨᾷᾐ திᾞΆபவᾞΆ. 

ᾰ  ῅ ᾲ ᾳ Ὰ   Ά ᾼ ῂ  

K
K 
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G 
H 

C

C 
JJ PP BB FF 

M

M 
YY 

V

V 
W

W 

ᾁறி᾿ ெநᾊலாக வᾞபைவ (5): இῂெவᾨᾷᾐᾰக῀ ஒᾞᾙைற த᾵ட உயி᾽ ᾁறிலாகᾫΆ இᾞᾙைற 
ேச᾽ᾷᾐᾷத᾵ட உயி᾽ெநᾊலாகᾫΆ வᾞΆ.  

அ இ உ எ ஒ 

ஆ ஈ ஊ ஏ ஓ 

A EE UU ; OO 

இᾞேவᾠ எᾨᾷᾐᾰக῀ (10): ேம᾿ வாிைசயிᾤ῀ளைவ அதιᾁாிய ப᾵டைனᾷ த᾵டᾫΆ, கீ῁ 
வாிைசயிᾤ῀ளைவ ᾂᾌதலாக H ப᾵டைனேயா அ᾿லᾐ SHIFTSHIFT SHIFT ப᾵டைனேயா ேச᾽ᾰக 
ெவளிᾺபᾌΆ. சில காலᾱகᾦᾰᾁ /ῄ எᾹற எᾨᾷᾐᾰகளி᾿ ெமᾼ ‘ῄ’ ஆகᾫΆ உயி᾽ெமᾼ ‘ ’ ஆகᾫΆ 
வᾞΆ.  

ஐ ᾱ /ῄ ᾵  ᾶ Ᾱ ᾽ ᾿  

 ᾴ ῃ ᾷ  ஔ Ᾰ ι ῀ ῁ 

I Q S T D X N R L Z 
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ைகேபசி தைகேபசி தைகேபசி தைகேபசி த᾵ெடᾲᾆ மாதிாி ᾵ெடᾲᾆ மாதிாி ᾵ெடᾲᾆ மாதிாி ᾵ெடᾲᾆ மாதிாி  

ைகேபசியிᾹ பயᾹபா᾵ᾊ᾿ ப᾿ேவᾠ ᾙைறகளி᾿ ெசாιகைள அைமᾰக ᾙᾊᾜΆ. இᾱᾁ ᾁறிᾺபி᾵ᾌ῀ள 
மாதிாியி᾿ உயிெரᾨᾷᾐᾰகᾦᾰᾁ ᾙதᾹைம ெகாᾌᾰகᾺப᾵ᾌ῀ளᾐ. இதனா᾿, ᾙதᾢ᾿ உயி᾽ᾰᾁறிᾜΆ 
உயி᾽ெநᾊᾜΆ ெவளிᾺப᾵ᾌ பிᾹன᾽ ெமெயᾨᾷᾐᾰக῀ ேதாᾹᾠΆ. உயிᾞΆ ெமᾼᾜΆ இைணய 
உயி᾽ெமᾼ உᾞவாᾁΆ. கீ῁ᾰகᾶட அ᾵டவைணயி᾿ ஒᾹᾠ ᾙத᾿ ஒᾹபᾐ வைரயிலான எᾶகᾦᾰᾁ 
மாதிாி ᾙைற ஒᾹᾠ ெகாᾌᾰகᾺப᾵ᾌ῀ளᾐ.  

 

1 2 3 4 5 6 7 8 9 

அ ᾲ இ உ எ ஐ ஒ ῂ Ά 

ஆ /ῄ ஈ ஊ ஏ ᾿ ஓ  ᾼ 

ᾰ ῃ ᾵ ᾷ Ὰ ῀ Ᾰ ᾽ ᾱ 

 ᾳ    ῁ Ᾱ ι ᾴ 

῅  - -  - ᾶ  ஔ 

ᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைர  
இᾲசீ᾽திᾞᾷதᾷதி᾿ அறிᾙகᾺபᾌᾷதிய எᾨᾷᾐᾰகைளᾜΆ தமிழி᾿ ஏιᾠᾰெகாᾶடா᾿, சிறᾸத ᾙைறயி᾿ 
கணினி மιᾠΆ ைகேபசி பயᾹபா᾵ᾊ᾿ தமிைழ ெசயலாᾰக ᾙᾊᾜΆ. ேமᾤΆ: 

• இᾲசீ᾽திᾞᾷதΆ தமி῁ அ᾿லாத அ᾿லᾐ தமி῁ இலᾰகண ெநறிக᾵ᾰᾁ உ᾵படாத 
ெசாιகᾦᾰகாக உᾞவாᾰகᾺப᾵டதாᾁΆ 

• மᾞᾷᾐவΆ, ெபாறியிய᾿, வ᾽ᾷதகΆ, ெதாழி᾿ᾒ᾵பΆ, அறிவிய᾿, கைல மιᾠΆ பல 
ᾐைறகளிᾤ῀ள மிகᾺ ெபᾞΆபாலான ஒᾢகைள தமிழி᾿ ெதளிவாக எᾨதᾫΆ பᾊᾰகᾫΆ 
ᾙᾊᾜΆ. 

• இᾲசீ᾽திᾞᾷᾷதிᾤ῀ள மாιறᾱகைள ஏιᾠΆ/தவி᾽ᾷᾐΆ பᾊᾰகலாΆ. 

• அறிவிய᾿ மιᾠΆ பிற ெசாιகᾦᾰᾁ அᾌᾷᾐ அைடᾁறிᾺபிᾔ῀ ஆᾱகிலᾷதி᾿ எᾨᾐவைதᾷ 
தவி᾽ᾰகலாΆ. 

• பᾊᾰக ம᾵ᾌேம ெதாிᾸதவᾞΆ ெசா᾿ᾢᾹ தனிᾷதனி எᾨᾷᾐᾰகைளᾲ ேச᾽ᾷᾐ உᾲசாிᾷதாேல 
வா᾽ᾷைத ெதளிவாக உᾞவாᾁΆ - தமிᾨᾰᾁாிய சிறᾺᾗநிைல ேமᾹைமயைடகிறᾐ. 
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Introduction 

When the Compounded Annual Growth Rate (CAGR) for mobile penetration is compared to that of 

the Internet, almost every country in the world records a higher number for the former. Mobile is 

certainly growing faster. The number of mobile phone users worldwide has exceeded 4 billion in the 

year 2009 and is expected to touch 5 billion in 2010¹. It is no surprise why this industry is getting so 

much attention and drawing new and exciting innovations, let alone new players. 

In recent years, the landscape of the mobile industry has seen dramatic changes in two main areas: 

characteristics of devices and types of mobile content. These two has opened the doors for numerous new 

types of content and services that were never possible before. In addition, there is a third factor that is 

driving the growth of mobile content: push from mobile operators. In developed countries, where mobile 

penetration has exceeded 100%, operators need to find innovative ways to increase their ARPU 

(Average Revenue Per User). Traditional revenue from voice and SMS alone does not promise them a 

healthy growth rate. Thus the increased focus on content and VAS (Value Added Services) 

The demand for Tamil content on mobile platforms has not been as dramatic in comparison. It 

certainly does not correspond to the volume of Tamil content available on the Internet. We can 

attribute this to two main reasons: (a) lack of native Tamil support on mobile devices in general and 

(b) unlike the Internet, mobile content is not free. 

Murasu Systems Sdn Bhd (Malaysia) developed the world’s first Tamil SMS application in 2003² and 

launched it as a live service together with Mediacorp Radio’s Oli96.8FM (Singapore) in 2005³. Since 

then the product, called Sellinam, has evolved both horizontally to support more devices and 

vertically to support more services and content. This paper provides a summary of experiences gained 

in developing a mobile content management and distribution framework over the years. 

Distribution of Mobile Content 

Broadly, distribution of mobile content involves three components: Content Management Platform 

(CMP), Over-the-air channel (OTA) and the terminal (Handset). Let’s look at each of these in the light 

of Tamil content. 

Content Management Platform 

The CMP contains the database, connectivity to operator networks and the glue code to bind the two. 

If the content that is managed does not involve subscriptions and delivered only via Data networks 

(3G/EDGE/GPRS/WAP), operator connectivity may not even be required. However, if subscriber 

status is important, operator support may be necessary in order to obtain subscriber information as 

well as device details. 

Obtaining device information can be critical for certain types of content. In particular those that need 

to be formatted for specific screen sizes or device capabilities.  
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It is for these reasons that Sellinam is offered through mobile operators. With operator integration, 

content can be pushed via SMS and MMS in addition to IP based data networks. When content is 

requested via Data networks, the operators pass through the device information as well as the 

subscriber’s mobile number (MSISDN). This enables management of content for the subscriber at the 

CMP end. For example, content that has already been read need not be presented again to the same 

subscriber. 

Tamil content in the CMP can be in stored Unicode. Other data formats can be considered when the 

content is pushed over the air into custom applications. 

OTA Delivery 

In a typical GSM network content can be delivered to mobile devices over two possible channels: SMS 

or Data. MMS, which is a relatively recent messaging service utilizes both where the alert is pushed 

via SMS and the content is pulled via Data. 

a. SMS Channel 

The SMS service was designed exactly for what its name indicates: short-messages. SMS message can 

contain 160 characters in a segment when sent as a text message or 140 characters when sent as a 

binary message. The size of a character in a text message is 7bits. In other words, it can only contain 

128 possible characters and these are defined in the GSM 03.38 standards document. 

Additional characters in ASCII that are not in the Default Character Set can be sent via escapes. These 

characters are: { } [ ] \ | ` ~ and the Euro sign�. 

If the text message contains characters that are not defined above, the message is typically converted 

to binary format by the handset before taking it over the air. In a binary format message, each 

character is 8bits wide. Unicode messages are sent as binary messages. The text in a binary message 
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can contain standard Unicode characters and in the case with Tamil, each Tamil-Unicode-Character 

will occupy 2 bytes.  

Because of the limitations in the number of characters that can be put into a single SMS message, long 

messages are split into multiple segments and sent as multiple SMS messages. Each segment will 

contain header information for the receiving handset to concatenate the individual segments back 

together. 

Words in an SMS message are typically short. If we estimate an average Tamil word to contain 7 

Unicode characters (as in வணᾰகΆ) we will need 14 bytes. In a 140-byte segment, we can fit 8-10 
words. This should be sufficient for a simple and short Tamil message. Longer messages can be 

concatenated into multiple segments. 

Content delivery over SMS: While we can live with the GSM standard for 

peer-to-peer SMS messaging in Tamil, it may not serve well for SMS 

content delivery. A reasonable SMS content in Tamil will not fit into a 

single segment. A simple joke as shown in the screen capture requires 300 

bytes, which means it requires 3 SMS message segments to deliver it to the 

handset. Pushing this content from the CMP over the operator network 

can be costly. 

This is where operator support comes in handy. A mobile operator can 

choose to absorb the cost of delivering this content to the handset and offer 

it as a bundled subscription service. 

Sellinam OTA format: Sellinam is a custom mobile application for messaging and content in Tamil. It 

serves to compose, deliver and receive content in Tamil over both SMS and Data networks. Since all of 

the communication happens between Sellinam and the CMP, a proprietary format was designed for 

push content where more characters can be packed into a single segment. The format was inspired by 

the way GSM standards pack text messages as 7-bits to realise 160 characters in a single segment 

(Google for SMS PDU format specification for details). 

b. Data channel 

Data channel is similar to what we typically see in IP (Internet Protocol) networks. The difference is 

that the data is transported over mobile networks such as 3G, Edge, GPRS or WAP.  

For mobile content offered to custom applications like Sellinam, the Data channel provides 

tremendous opportunities.  

However, there are challenges. Unlike the SMS channel, which simply works without any form of 

setup of configuration at the user end, Data networks require device support, Data-plan subscriptions 

and coverage areas. The coverage area for Data may be not as wide as SMS. These are improving with 

technologies like over-the-air device detection, configuration messages pushed over SMS and bundled 

plans offered by operators. 

Introduction of newer handset models, which are becoming more and more data centric, is helping 

with the promotion of data usage. 

A key difference in content delivery in Data networks versus SMS is that the subscriber will be able to 

‘pull’ content on-demand instead of waiting for a push. 
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c. Sellinam Content Delivery  

Sellinam, as it is offered today in Malaysia and Singapore, pulls content via Data network. In Chennai, 

content is pushed to the handsets as SMS messages via the operator’s SMS-C. 

Mobile Devices and Tamil Support 

For the purpose of discussion, we can classify mobile devices into three categories: low-end, smart-

phones and web-phones.  

Low-end phones are those manufactured primarily for voice and SMS. Data support is extremely 

limited, if at all included. As such, the only reliable communication channel to deliver content to these 

devices is SMS. Tamil content can only be delivered to handsets that have built-in support for Tamil.  

In recent years, manufacturers like Nokia and Samsung have been adding Indian language support to 

their low-end handsets. However, the number of models that are supported is minimal and the usage 

is limited to user interface and messaging. Mid-range devices incorporate basic PDA features and 

reasonable Internet access. These devices incorporate a browser that can browse content formatted for 

mobile screens. Symbian is the operating system that is dominant in this category. The latest trend in 

mobile devices is the Web phone. Apple’s iPhone was a phenomenal invention in this space where it 

made Internet on mobile easier than before. Google’s Android, RIM’s BlackBerry and Microsoft’s 

WindowsMobile are other players who are providing technologies for Web phones. 

Tamil support through client applications: Indian language support is generally unavailable on high-

end devices. The features that are put into these are driven by market demand. Unlike China, English 

is predominantly the language for communications in India. As such, there is no real need for Indian 

languages to be resident in smart-phones for it to be successful in India. This is certainly changing in 

the Web-phone space where users will like to access Indian/Tamil content that is readily available on 

the Internet. However, with a bit of hard work, it is possible to realise Tamil on smart phones today. 

Sellinam did this by building a text input and presentation engine built from ground-up in Java ME, 

which is predominantly available on almost all mid-range phones and most Web-phones. Sellinam 

was recently ported to the iPhone, making it the first Tamil application on this platform. All of the 

content provisioned to Sellinam applications, both JavaME and iPhone, are served by the same 

Content Management Platform; using the same data formats. It is rather tedious to build all of the 

client features for every platform. As such, a native Windows Mobile version and a native BlackBerry 

version are still incomplete. However, since both these platforms support Java as well, Sellinam runs 

reasonably well on the virtual machine in these handsets. It is our hope that the device manufacturers 

will add support for Indian languages in general and Tamil in particular some day soon. We need to 

generate sufficient demand in the market for this to become a reality. 
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Introduction 

Language can be studied from the point of view of language structure and language use. Study of 

language structure is called structural or formal linguistic study. Study of language use is called as 

functional linguistic study. Languages are described qualitatively in terms of grammatical units like 

nouns, verbs, noun phrases, verb phrases, subject, object, agent, goal, etc. to explain the structure of 

the language. Most of the grammars take a sentence as the minimum unit for the description of the 

structure. The structure has been studied from different view points and many linguistic theories have 

emerged to account the syntactic pattern of the sentence. 

Languages can also be studied quantitatively in terms of frequency, place of occurrence, pattern of 

occurrence, etc. of various linguistic units in a text. The quantitative study basically needs a large 

quantum data and a mechanism to browse them fast. Now the computer technology facilitates to store 

and study a huge texts to the tune of hundreds of millions of words in few seconds or minutes. A new 

method of language study called corpus linguistics has emerged in recent years. Corpus is a large 

collection of written or spoken texts available in machine readable form accumulated in scientific way 

to represent a particular variety or use of a language. It serves as an authentic data for linguistic and 

other related studies. The size, text type, organization, accessing method, etc. are some of the basic 

features of a corpus which have to be carefully decided while generating a corpus. There are different 

types, which are again determined by the purpose for which the corpus is built. 

In this article I share my experience in the generation of CIIL corpus and explain the scheme of POS 

tagging using morphological analysis. I also discuss the various tools that I have developed to analyze 

Tamil texts ( Corpus Analysis Tools for Tamil) and their use in different applications.  

Tamil Corpus Generation 

The first corpus for modern written Tamil was built in the Central Institute of Indian Languages 

(CIIL), Mysore in 1987. The CIIL in collaboration with the Tokyo University of Foreign Studies, Japan 

built a corpus on Tamil textbooks. In 1991 under the scheme Technological Development for Indian 

Languages(TDIL), the Department of Electronics, Govt. of India launched a project called 

Development of Corpora of Texts of Indian Languages. The CIIL was entrusted to build Corpora for 

the four major Dravidian languages, where the present author worked as an investigator. Texts 

printed during the period 1981 to 1990 were selected to represent the modern Tamil. They are 

collected from 6 major categories, viz. Aesthetics (Literature and Fine arts), Social Sciences, Natural, 

Physical and Professional Sciences, Commerce, Administration and Technology, and Translated Texts. 

They are further classified into 76 minor categories, to cover various domains of language use. The 

size of the Tamil corpus is 3.6 million words. The major objectives of the project was to build corpora 

of not less than 3 million words, and to develop software for grammatical tagging (at word level), 

KWIC Concordance, and for corpus management. In 1993 a spoken Tamil corpus (1 lakh words) was 

generated on the transcribed spoken data collected by Eric Pederson, Netherlands. The Mozhi Truest, 

Chennai has build a corpus of around 3 million word for modern written Tamil. The CIIL is currently 

augmenting the corpora of Tamil texts and creating corpus for spoken Tamil.  

Corpus Organization 
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The data for the CIIL corpus are collected from books, textbooks, magazines, newspapers and 

Government documents in order to represent the contemporary Tamil. The collected data are 

organized with the following information: 1) major category, 2) sub category, 3) title of the text, 4) 

author name, 5) source 6) publishers, 7)year of publication, and 8) page numbers. These information 

help the user to retrieve any data selectively from the corpus. Further the organization of data is 

needed for any addition or deletion of data from the corpus. A software called “corpus manager” does 

these jobs. 

POS tagger 

The collection of texts, called Raw Corpus can be provided with many additional information, 

particularly grammatical ones at different levels, viz. phonological, morphological, syntactic, semantic 

and discourse level. It is called annotating or tagging the corpus. The POS (Parts of speech) tagging is 

a popular and common type of annotation successfully implemented on a number of corpora in 

English and other European languages. The tagging can be achieved in the following four ways: 1) 

rule- based tagging, 2) statistics –based tagging, 3) pattern – based tagging, and 4) manual tagging. 

The first three are automatic tagging (with manual post-editing) and the last one, manual tagging is 

slow, labour intensive and liable to error and inconsistency(Leech, 1992:131). The present author has 

developed an automatic tagger called “Morph and POS tagger for Tamil”(Ganesan, 2007) which tags 

at morph and word level. At present the tagset has 82 tags at morph level and 22 at word level. A 

sample tagged text is given below.  

Syntactic Tagger 

A software for tagging at phrase and clause level has been developed for Tamil by the present author. 

The texts tagged at morpheme and word level will be the input for the syntactic tagging. Tamil is an 

agglutinative language; therefore its morphology is complex. But, its morphotactics is very tight. 

Therefore identifying the morphs is not very difficult. But, syntax of Tamil is very loose; because it is 

comparatively a free word ordered language. It is very difficult to identify the phrase boundary. 
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Tools for Text Analysis 

The potentiality of corpus in language studies, both theoretical and applied, are enormous. Language 

description, testing of grammatical theories, natural language processing(NLP), language teaching, 

dictionary making, translation (both human and machine), style analysis, etc. are the major areas 

where corpus can throw lot of insights. To bring out all those information that are needed for these 

applications, a number of tools have to be developed. Frequency count (letter, syllable, word 

frequency), searching (for particular pattern, in particular context, at different levels), sorting (forward 

and reverse), indexing, concordance, KWIC, tag search, word list, lemma extraction, type/token ratio, 

etc. are some of the tools which can be used to analyze the corpus and to get a variety of quantitative 

information. Corpus Analysis Tools for Tamil (CATT) (Ganesan, 2007), a software provides a number 

facilities to extract different quantitative information from the corpora. Using the quantitative 

information language can be described from a new angle. 

Frequency Count 

The frequency of occurrence of a letter, syllable, morph, word, or a phrase, in a text can be counted 

using a software. For language like Tamil word frequency can be studied only after removing all the 

affixes from the stem. A Lemma Extractor (Ganesan, 2007) does this job and provides the list of roots 

in alphabetic order with frequency. For example, if one wants to study the words which are used in 

the primary school textbooks, using Lemma Extractor he can get them in no time. Such information 

facilitate to know what are the words introduced at what level, whether all the words that are 

intended to teach at primary level are there in the textbooks, etc. Similarly phrases and sentence types 

can be studied. This kind of study is practically not possible without proper computational tools. One 

can also study the frequency of different word forms. For example, in Tamil the verb forms Infinitive, 

Verbal participle and Relative participle are more frequent than the finite or imperative forms.  

 Verb  Total  Inf.  V.P.  R.P 

 col   428  56  29   33 

 kuuRu  1109  83  52  100 

 viLakku   197  34  19   11 

These frequencies are from the text of 3lakh words. It clearly shows that while teaching Tamil these 

forms Infinitive, Verbal participle and Relative participle must be given priority and more attention 

than the finite forms. Another observation is that among the words col and kuuRu ‘to say’ the word 

kuuRu which is more literary, occurred more frequently than the word col. In another study the 

frequency of occurrence of letters are made from the data of one lakh words.  

dot (on the consonants)    16.85% 

ka     07.94% 

vowel u after consonants  07.38% 

ta     06.73% 

vowel i after consonants  06.55% etc. 

Such study helps in designing the Keyboard layout for Tamil. The Keyboard based on the frequency 

study will be more scientific and faster to use.  
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KWIC Concordance 

KWIC concordance is a list consists of a keyword in the middle and the contexts of 4 or 5 words on 

either side of the keyword. A sample is given below. KWIC concordance can be extracted from corpus 

for any word, part of a word, suffix, infix, prefix or even a phrase. Sorting can be done on the keyword 

or on the previous word or following word. It is more useful in identifying  

the different meanings of a polysemous word, lexical association, collocation properties of lexical 

items, etc. In dictionary compilation the KWIC concordance facilitate the lexicographer to find out the 

various meanings of a word, subject area, registers, idiomatic usages, etc.  

Word List 

This tool makes a word list for all the words in a selected texts or a corpus. The words will be sorted 

and presented with frequency. Type / token ratio will also be given for the total word. Words with a 

frequency or more than particular frequency or less than a frequency can be listed separately. All the 

outcomes can be stored as a separate file. It helps to find out the various words found in a text with 

their frequency. 



197 

Word-part Search 

Like the word list, here the words are sorted from the end of the word. All the same suffixes come 

together and therefore it helps to study the inflectional and derivational properties of different words 

and affixes. Using this tool a reverse dictionary for Tamil can made. 

Multi-Conditional Search 

A string with multi condition can be searched with this tool. If a string is given as an infix for search, 

the other conditions like prefixes and suffixes can also be given. All the words in the corpus satisfying 

all the conditions will alone be listed. For example, all the Finite verb with present tense marker can be 

extracted from the corpus. 

Structure Search 

Here the data must be a POS tagged texts. Pattern in terms of word-tags can searched. All the 

sentences matching the pattern will be extracted and listed. There are two options: pattern as a 

sentence and pattern available anywhere in a sentence. It helps to find out the usage of various 

phrases, clauses, particular pattern of word association, etc. 

Tag Search 

This tool also works on a tagged corpus. Words inflexed / derived to particular forms can extracted 

using this tool. First Word level tag information must be supplied, then morph level tag information 

in the next window. The tags may be one or more than one. There are three options: 1) include 2) 

exclude and 3) stem extraction. The first option lists all the words matching the word level tag and 

morph level tag. The second extracts all the words matching the word level tag, but excluding the 

morph level tag. The third option removes all the affixes and lists the stem portions alone in sorted 

order. It is useful to list for example, all the verb forms conjugated to particular forms or other than a 

particular forms. 

Conclusion 

The Quantitative Analysis is getting importance on par with Qualitative analysis. Language use is 

given priority for the description of the language. Various quantitative information extracted from the 

corpus provide new insights on language structure and are useful for textbook preparation, dictionary 

compilation, machine learning, Machine Translations, etc. The size of corpus at present available for 

Tamil is very small. Sometimes, many words used in day-to-day context have not attested in the 

corpus. Therefore there is a need to increase the size of the corpus to a minimum of 200 million words.  

References 

1. Ekka. Francis, B. D. Jayaram and Ganesan “Final Report Development of Corpora of Texts of 

Indian Languages” in Machine Readable Form, Part II (Tamil, Telugu, Kannada, Malayalam) 

Mysore, CIIL, 1995. 
2. Ganesan, M. “A Scheme for Grammatical Tagging of Corpora in Indian Languages” in 

Technology and Languages, (Ed) BB Rajapurohit, Mysore, CIIL, 1994. 
3. Ganesan, M. ‘Corpus Analysis Tools for Tamil (CATT) (Software) Annamalai University, 

Annamalai Nagar, 2007. 
4. Ganesan, M. ‘Morph and POS Tagger for Tamil’ (Software) Annamalai University, Annamalai 

Nagar, 2007. 
5. Leech, Geoffery and Steven Fligelstone “Computers and Corpus Analysis” in Computers and 

Written Texts (Ed) Christopher S. Buller, Oxford: Basil Blackwell Ltd, 1992. 



 

198 

6. Leech Geoffery, “Corpora Annotation Schemes” in Literary and Linguistic Computing, Vol 8 
No4 1993. 

7. Shanno, C and Weaver, W. The Mathemetical Theory of Communication, UIP: Illinois, 1949. 
8. Stubbs. Micheal, Tect and Corpus Analysis Oxford: Blackwell Publishers Ltd, 1996. 

 



199 

OMNIS/2 Integrating Libraries  

with Digital Multimedia Database 

C.Radha 

IT Department, Pre-Final Year Student, 

Vivekanandha College of Engineering for Women, 

Tamilnadu,India. 

E-mail:c.radha007@gmail.com 

 

Abstract: Nowadays more complementary information is stored in the electronic media. 

There is an increasing demand for the integration of traditional digital library systems 

and multimedia systems. An advanced Meta system or retrieval systems are needed for 

these integrations of traditional library systems. For that the OMNIS/2 system is 

presented in this paper which enhances existing digital library system by additional 

storing and indexing of user-defined multimedia documents, automatic and personal 

linking concepts, annotations, filtering and personalization. The OMNIS/2 system forms 

the multimedia storage layer, linking layer and personalization layer.OMNIS/2 is part of 

the Global Inventory Project of the G7 countries. This general approach ensures the 

integration and transparent combination of digital library systems. Users will be able to 

use the personalization feature to create their own view on the documents and to “work” 

with digital library systems by themselves. Most of the digital library systems are mere 

retrieval systems that can be enriched to interactive multimedia DL-systems and are 

combined into one virtual personal digital library. The Meta system OMNIS/2 which 

provides the environment in which the anchor and linking concept is successfully used in 

conjunction with the object oriented document model. 

 

Introduction 

Many digital library systems exist which store a variety of information. This information is usually 

available and stored in many different media types. The system as a whole emerged into established 

tools and the users in a simplified view received systems with powerful retrieval capabilities, but still 

miss features that would improve their ability to work with documents in digital library systems as it 

is common with books printed on paper (i.e. adding references, marking pages and annotating text) 

[1]. Some of these ideas were approached by some systems over the last decade, but a cross platform 

solution was always out of scope. This led us to the development of the OMNIS/2 system [2] which is 

a Meta system for various existing digital libraries.  

The OMNIS/2 system can provide online access to historical and cultural documents whose existence 

is endangered due to physical decay. The major areas which offer digital libraries great exploitation 

are: Information retrieval, multimedia database, data mining, data warehouse, on-line information 

repositories, image processing, hypertext, World Wide Web and wide area information services 

(WAIS) [fox] [3].  
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The following are some of the advantages of digital libraries: 

• Users can access the information everywhere  

• Reduction of bureaucracy by access to the information  

• The information is not necessarily located in same place  

• Understanding the catalog structure is not necessary  

• Cross references to other documents speed up the work of users  

• Full text search  

• Protection of the information source  

• Wide exploration and exploitation of the information 

The OMNIS philosophy is based on the "document" which is the unit for the archiving process and 

retrieval results. Each OMNIS document represents e.g. a catalog entry and contains information in 

three different sorts of attributes. 

Figure 1.1.OMNIS/2 Document 

 

• Structure Fields describe the catalog entry in a relational way. Fields like author, title, etc., 

provide structured information as known from traditional literature retrieval systems. 

Structure fields are the basis for relational queries and may be accessed by the user. Only a 

small part of each catalog entry is stored as OMNIS structure fields in Myriad databases.  

• Full text contains the whole catalog entry as a text body. It is the basis for comfortable full text 

queries and may be accessed by retrieving users. A document's full text attribute is an 

unstructured sequence of words stored in Myriad databases and represents a superset of the 

document's structure fields.  

• Image Data in some pixel format may be attached to each document. These images are stored 

as BLOBs (Binary Large Objects) [7] in TransBase databases and can be shown to the user.  

OMNIS System Components 

OMNIS is intended for retrieval and archiving from multiple remote locations. The atomic unit for the 

archiving and retrieval process is the "document" which may include several catalog records and 

provides information in different forms: as attributes, as full text form and as image data. 
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Figure 2.OMNIS System Components 

The OMNIS system components that are catalog and document management, distributed images 

servers and retrieval interface are described below. 

Catalog and Document Management 

The catalog server deals with organizing, storing and providing textual catalog entries. Six registration 

centers spread all over Germany (Munich, Berlin, Wolfenbuttel, Dresden, Gotha, Halle) are 

participating via the Internet.  

Distributed Image Servers 

The distributed image databases allow decentralized image management [4]. Images are scanned with 

1-bit color depth (black-white) and resolutions of 300 dpi, compressed with loss free TIFF G4.  

Retrieval Interface 

High-speed network transfer allows quick and easy retrieval, especially for the display of pixel 

images, via the WWW. Digitized key-pages may be requested and displayed at the clients' desktop in 

a few seconds. The display function allows a variety of image operations, e.g. selecting a portion of 

image for display, scaling of images, etc. Full text retrieval allows easy and comfortable on-line search. 

OMNIS System Architecture 

OMNIS/2 is an integration of the digital library system OMNIS and the multimedia database system 

MultiMAP. The goal is to create a stand-alone, interactive digital multimedia library system. The full 

text retrieval capabilities of OMNIS and the storage capabilities of multimedia documents in 

MultiMAP including parts of the database scheme are incorporated into the OMNIS/2 system, which 

enables the user to interactively create, store and search for multimedia documents in digital libraries. 

The architecture of OMNIS/2 is shown in Figure1.3. The system is modeled as a three-tier architecture 

where the databases are separated from the web server in a layer of its own. There is no difference in 

the handling of local documents and the handling of results from connected external systems. This 

enables OMNIS/2 [5] to search various other systems and to automatically link all documents, to 

annotate them, to extend them with multimedia components and to personalize them. The original 

documents themselves remain in the original database systems and are never modified. They are 
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represented in the OMNIS/2 database simply by their address and Meta data. The linking, including 

the anchor positions, is stored in OMNIS/2 exclusively and is included dynamically into the retrieved 

documents at run-time. In the same way documents can be annotated with user-related, group-related 

or general annotations. To create user-defined \multimedia documents or to enhance existing ones, 

OMNIS/2 is equipped with an easy to use authoring tool. The ability to integrate various other 

systems gives OMNIS/2 the characteristics of a Meta system. It is also possible to look at OMNIS/2 as 

a stand alone system since it offers features to create, store and search for its own multimedia 

documents. 

Figure 1.3 Architecture of OMNIS/2 

Conclusion 

The digital libraries provide many advantages to the information infrastructure. But there are still 

many issues to be addressed, such as migration, intellectual property rights, etc. To ensure the 

longevity of digital collections and to save them for the future, continual maintenance will be 

required, i.e. integration of new media, new formats, and migration of data and so on. It is not 

possible to create a user defined link in any document of a digital library system to another document 

in another digital library although the source document and also it is not possible for users to work 

with the libraries as they are retrieval systems only. The OMNIS/2 system enables a user to make use 

of various information sources, i.e. digital library systems, and which combines them into one virtual 

personal digital library. 
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மிᾹபதிᾺᾗ மிᾹபதிᾺᾗ மிᾹபதிᾺᾗ மிᾹபதிᾺᾗ ---- ப᾿ᾥடக தகவ᾿ தரᾫᾰ களᾴசிய ப᾿ᾥடக தகவ᾿ தரᾫᾰ களᾴசிய ப᾿ᾥடக தகவ᾿ தரᾫᾰ களᾴசிய ப᾿ᾥடக தகவ᾿ தரᾫᾰ களᾴசியΆΆΆΆ, ஓைலᾲᾆவᾊகளிᾹ  ஓைலᾲᾆவᾊகளிᾹ  ஓைலᾲᾆவᾊகளிᾹ  ஓைலᾲᾆவᾊகளிᾹ 
ேபர᾵டவைண உᾞவாᾰக᾿ேபர᾵டவைண உᾞவாᾰக᾿ேபர᾵டவைண உᾞவாᾰக᾿ேபர᾵டவைண உᾞவாᾰக᾿ 

ᾆபாஷினி ᾊெரΆம᾿ᾆபாஷினி ᾊெரΆம᾿ᾆபாஷினி ᾊெரΆம᾿ᾆபாஷினி ᾊெரΆம᾿ 

ᾐைணᾷ தைலவ᾽, தமி῁ மரᾗ அறᾰக᾵டைள (http://www.tamilheritage.org)  
Technical Consultant, Hewlett Packard Germany. 

Email: ksubashini@gmail.com 

 

இலᾷதிரᾹ வᾊவி᾿ ஒᾞ ெமாழியிᾹ ெதாᾶமᾱகைள (intellectual property) மிᾹனாᾰகΆ ெசᾼய 
ᾙைனᾜΆ ேபாᾐ ெதாழி᾿ ᾒ᾵ப அᾊᾺபைடகைளᾰ கᾞᾷதி᾿ ெகா῀ள ேவᾶᾊய அவசியΆ உ῀ளᾐ. 
இைணயᾷதி᾿ பதிᾺபிᾰகᾺபᾌΆ மிᾹᾕ᾿களிᾹ, மிᾹபதிᾺபாᾰகΆ எᾺபᾊ இᾞᾰக ேவᾶᾌΆ, அதᾹ 
ேகா᾵பாᾌக῀, ெதாழி᾿ ᾒ᾵பᾷ தரΆ, பதிᾺபிᾰᾁΆ ᾙைற, மிᾹᾕ᾿களிᾹ மிᾹபதிᾺᾗᾰகைளᾲ 
ேசமிᾰᾁΆ ᾙைறக῀ என ப᾿ேவᾠ விஷயᾱகைள மிᾹ பதிᾺᾗ ெசᾼய விᾞΆᾗபவ᾽க῀ எதி᾽ேநாᾰக 
ேவᾶᾊᾜ῀ளᾐ. தமி῁ மரᾗ அறᾰக᾵டைள எᾹᾔΆ தᾹனா᾽வ ெதாᾶᾍழிய நிᾠவனΆ 2001Ά ஆᾶᾌ 
ெதாடᾱகᾺப᾵டᾐ. ஓைலᾲᾆவᾊக῀ மιᾠΆ மᾠ பதிᾺᾗ காணாத பழΆ ᾓ᾿களிᾹ மிᾹபதிᾺᾗ 
நடவᾊᾰைககைள ைமயமாகᾰ ெகாᾶᾌ ெதாடᾱகᾺப᾵ட இᾸத ᾙயιசி பிᾹன᾽ பᾊᾺபᾊயாக வள᾽Ᾰᾐ 
ஓைலᾲ ᾆவᾊ ம᾵ᾌம᾿லாᾐ, க᾿ெவ᾵ᾌᾰக῀, வாᾼெமாழி இலᾰகியᾱகளிᾹ மிᾹ ேசகாிᾺᾗ, வரலாιᾠᾲ 
ெசᾼதிகளிᾹ ெதாᾁᾺᾗ, மிᾹ ெசᾼதிக῀ ெதாᾁᾺᾗ என விாிவைடᾸᾐ῀ளᾐ.  

சமீபᾷைதய கணினி சா᾽ ெதாழி᾿ᾒ᾵ப வள᾽ᾲசி தᾸதிᾞᾰᾁΆ வாᾼᾺᾗக῀,,வழᾰகி᾿ ᾁைறᾸᾐ வᾞΆ 
தமி῁ மரᾗᾲ ெச᾿வᾱகைளᾺ பாᾐகாᾺபேதாᾌ ம᾵ᾌம᾿லாம᾿, அவιைற இலᾁவாகᾺ 
பகி᾽Ᾰᾐெகா῀ளᾫΆ வழிவᾁᾰகிறᾐ. இᾸதᾰ கணினிᾷ ெதாழி᾿ᾒ᾵பᾱக῀ தமி῁ மரᾗᾲ ெச᾿வᾱகைள, 
ஒᾢ, ஒளி, எᾨᾷᾐ வᾊவΆ என ப᾿ேவᾠ வழிகளி᾿ அவιைற இலᾰகᾺபதிவாᾰக உதᾫகிᾹறன. 
அᾷேதாᾌ ம᾵ᾌம᾿லாம᾿ அவιைற நாΆ இᾹᾠ῀ள இைணய வசதிக῀ ᾐைண ெகாᾶᾌ இலᾁவாக 
உலகிᾹ பல ᾚைலகளி᾿ உ῀ள தமி῁ ஆ᾽வல᾽கேளாᾌ பகி᾽Ᾰᾐெகா῀ளᾫΆ வாᾼᾺபளிᾰகிறᾐ. தமி῁ 
மரᾗ அறᾰக᾵டைள ᾙᾰகியமாக இᾺபணியி᾿ ஈᾌப᾵ᾌ வᾞவேதாᾌ தமிழிᾹ மரைபᾺ பாᾐகாᾰᾁΆ 
ஆ᾽வல᾽கைள இைணᾰᾁΆ பாலமாகᾫΆ அைமᾸᾐ῀ளᾐ. 

கடᾸத சில ஆᾶᾌகளி᾿ உலெகᾱகிᾤΆ உ῀ள தமி῁ ஆ᾽வல᾽க῀ மᾷதியி᾿ தமி῁ பழΆ ᾓ᾿க῀ 
மιᾠΆ ஓைலᾲᾆவᾊகைளᾺ பாᾐகாᾰக ேவᾶᾌΆ எᾹற விழிᾺᾗண᾽ᾲசி ஏιபᾌᾷதி வᾸᾐ῀ளᾐ தமி῁ 
மரᾗ அறᾰக᾵டைள. அேத ேவைள, மிᾹனாᾰகᾺ பணிகளி᾿ ஈᾌபட விᾞΆᾗபவ᾽களிᾹ 
ேதைவகᾦᾰகாக மிᾹனாᾰகΆ ெதாட᾽பான கலᾸᾐைரயாட᾿க῀, ெசᾼதிᾺ பகி᾽ᾫக῀, ேப᾵ᾊக῀, எᾹற 
ாீதியி᾿ ெதாழி᾿ ᾒ᾵ப விஷயᾱகளிᾤΆ தமி῁ மரᾗ அறᾰக᾵டைளᾷ ெதாட᾽Ᾰᾐ ஈᾌப᾵ᾌ வᾞகிᾹறᾐ.  

தமி῁ ᾓ᾿க῀ மிᾹபதிᾺபாᾰகΆதமி῁ ᾓ᾿க῀ மிᾹபதிᾺபாᾰகΆதமி῁ ᾓ᾿க῀ மிᾹபதிᾺபாᾰகΆதமி῁ ᾓ᾿க῀ மிᾹபதிᾺபாᾰகΆ 

பல அாிய தமி῁ ᾓ᾿க῀ ஒᾞ ᾙைற ᾆவᾊ ᾓ᾿களிᾢᾞᾸᾐ அᾲᾆᾺ பதிᾺபாகᾺ பதிᾺபிᾰகᾺப᾵ட பிᾹன᾽ 
மᾠபதிᾺபிιᾁ வᾞவதி᾿ைல. இᾺபᾊ பல ᾓ᾿க῀ நா῀ ெச᾿லᾲ ெச᾿ல மறᾰகᾺப᾵ட ஒᾹறாகிᾺ 
ேபாவேதாᾌ தா᾵க῀ கிழிᾸᾐ, மᾰகிᾺ ேபாᾼ அழிᾸᾐΆ விᾌகிᾹறன. இைவ மிᾹனாᾰகΆ ெசᾼயᾺபᾌΆ 
ேபாᾐ இῂவைகயி᾿ அழிவதிᾢᾞᾸᾐ பாᾐகாᾰகᾺபᾌவேதாᾌ நமᾐ பயᾹபா᾵ᾊιᾁΆ கிைடᾰகிᾹறᾐ. 
தமி῁ மரᾗ அறᾰக᾵டைள இῂவைக ᾓ᾿கைள அதᾹ அச᾿ வᾊவΆ மாறாத வைகயி᾿ வᾞᾊ(scanner) 
மιᾠΆ ᾗைகᾺபடᾰ கᾞவிகைளᾺ பயᾹபᾌᾷதி மிᾹபதிᾫகைள உᾞவாᾰகி வᾞகிᾹறᾐ. அῂவைகயி᾿ 
19Ά ᾓιறாᾶᾌ ᾓ᾿க῀, 20Ά ᾓιறாᾶᾊᾹ ஆரΆப கால ᾓ᾿க῀ என ᾁறிᾺபிடᾷதᾰக பல ᾓ᾿க῀ 
மிᾹபதிᾺபாᾰகΆ ெசᾼயᾺப᾵ᾌ நமᾐ வைலᾺபᾰகᾷதி᾿ ேச᾽ᾰகᾺப᾵ᾌ῀ளன. 
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ஓைலᾲ ᾆவᾊக῀ மிᾹபதிᾺபாᾰகΆஓைலᾲ ᾆவᾊக῀ மிᾹபதிᾺபாᾰகΆஓைலᾲ ᾆவᾊக῀ மிᾹபதிᾺபாᾰகΆஓைலᾲ ᾆவᾊக῀ மிᾹபதிᾺபாᾰகΆ 

தமி῁ அᾲᾆᾺ பதிᾺᾗᾰக῀ ேதாᾹᾠவதιᾁ ᾙᾹன᾽ பைன ஓைலகளி᾿ ᾓ᾿க῀ பதிᾺபிᾰகᾺப᾵டன. 
இῂவைக ᾆவᾊ ᾓ᾿க῀ அைனᾷைதᾜΆ அᾲᾆ வᾊவி᾿ பதிᾺபிᾰக பல தமிழறிஞ᾽க῀ கடᾸத இரᾶᾌ 
ᾓιறாᾶᾌகளி᾿ ெபᾞமளவி᾿ ெதாட᾽Ᾰᾐ ᾙயᾹᾠ அதி᾿ ஓரளᾫ ெவιறிᾜΆ கᾶᾌ῀ளன᾽. ஆனா᾿ 
இதைன ைவᾷᾐ அைனᾷᾐ தமி῁ ᾆவᾊ ᾓ᾿கᾦΆ அᾲᾆ வᾊவΆ ெபιᾠ ெவளி வᾸᾐ῀ளன எᾹᾠ ᾂறி 
விட ᾙᾊயாᾐ. ஆக மிᾹபதிᾺபாᾰக ᾙயιசிக῀ ெதாட᾽Ᾰᾐ ேமιெகா῀ளᾺபᾌΆ ேபாᾐ அழியᾰ ᾂᾊய 
நிைலயிᾤ῀ள பல அறிய ᾓ᾿கைள நாΆ பாᾐகாᾷᾐ நமᾐ அᾌᾷத சᾸததியினᾞᾰᾁ அதைன 
வழᾱᾁவதιகான சாᾷதியᾱக῀ உ῀ளன. 

தமிழகΆ மιᾠΆ அய᾿நாᾌகளி᾿ உ῀ள ப᾿ேவᾠ ᾓலகᾱகளி᾿ ஓைலᾲᾆவᾊக῀ பாᾐகாᾰகᾺப᾵ᾌ 
பᾊᾺபᾊயாக ᾓ᾿ வᾊவΆ ெபιᾠ வᾸதாᾤΆ அைனᾷᾐ ஓைலᾲ ᾆவᾊகᾦΆ ᾙᾨைமயாக அᾲᾆ வᾊவΆ 
ெபறாத நிைலேய உ῀ளᾐ. ஆக ᾆιᾠᾲ ᾇழ᾿, ᾆகாதார பிரᾲசைனக῀, ᾙைறயான ᾆவᾊ ᾓ᾿ 
பாᾐகாᾺᾗ பιறிய ெதாழி᾿ ᾒ᾵ப திறᾹ இ᾿லாைம ேபாᾹற காரணᾱகளினா᾿ ெதாட᾽Ᾰᾐ பல ᾆவᾊ 
ᾓ᾿க῀ அதᾹ ᾆவᾌ ெதாியாம᾿ அழிᾸᾐ῀ளன. இதைனᾺ ேபாᾰக இῂவிஷயΆ தீவிர 
கவனᾷதிιᾁ᾵பᾌᾷதᾺப᾵ᾌ ᾆவᾊ ᾓ᾿க῀ அᾲᾆᾺ பதிᾺபாᾰகᾙΆ மிᾹபதிᾺபாᾰகᾙΆ ெபற ேவᾶᾊய 
அவசியΆ நிᾲசயமாக உ῀ளᾐ.  

தமிழகᾷதிιᾁ அய᾿நா᾵டவாிᾹ வᾞைகயா᾿ ஏιப᾵ட ப᾿ேவᾠ தாᾰகᾱகளி᾿ பைன ஓைலᾲ 
ᾆவᾊகளிᾢᾞᾸᾐ ᾓ᾿கைளᾷ தιகால தமிᾨᾰᾁᾰ காகித வᾊவி᾿ அᾲᾆᾺ பதிᾺபாக மாιறΆ ெசᾼய 
ஏιப᾵ட ᾙயιசிகᾦΆ அடᾱᾁΆ. தமி῁ நா᾵ᾊ᾿ அᾲசி᾿ ெவளிவᾸத ᾙத᾿ தமி῁ ᾓ᾿ திᾞᾰᾁற῀ 
எᾹபᾐΆ 1835Ά ஆᾶᾌ வைர ᾓ᾿க῀ அᾲசிᾌவதιᾁ அரசிᾹ தைட இᾞᾸதᾐΆ, 1835ᾰᾁᾺ பிᾹன᾽ 
இᾸதᾷ தைட நீᾰகᾺப᾵டᾐΆ ᾁறிᾺபிடᾷதᾰக விஷயᾱக῀. அரசாᾱகᾷதிᾹ இᾸதᾷ தைட இᾞᾸத 
ேபாதிᾤΆ தமிழரறிஞ᾽க῀ பலரᾐ தீவிர உைழᾺபிᾹ காரணமாக பல ᾆவᾊ ᾓ᾿க῀ அᾲசி᾿ 
ெவளிவᾸதன. (ᾆᾆᾆᾆவᾊᾺபதிᾺபிய᾿வᾊᾺபதிᾺபிய᾿வᾊᾺபதிᾺபிய᾿வᾊᾺபதிᾺபிய᾿, டாᾰட᾽.ேவ.மாதவᾹ) 

இதி᾿ ᾁறிᾺபிடᾷதᾰகைவயாக திᾞெந᾿ேவᾢ அΆபலவாண கவிராயாிᾹ ᾙயιசியி᾿ 1812᾿ ᾙதᾹ 
ᾙதᾢ᾿ அᾲசி᾿ ெவளிவᾸத திᾞᾰᾁற῀ ᾚலபாடΆ, நாலᾊயா᾽ ᾚலபாடΆ ஆகியவιறிைனᾰ ᾂறலாΆ. 
இᾺபᾊ ᾆவᾊ ᾓ᾿கைளᾺ பைன ஓைலயிᾢᾞᾸᾐ அᾲᾆ வᾊவᾷதிιᾁ ெகாᾶᾌ வர உதவியவ᾽களி᾿, 
ᾁறிᾺபிடᾷதᾰகவ᾽க῀, தணிைகமணியா᾽, ᾊ.ேக.சிதΆபரநாத ᾙதᾢயா᾽, ேபராசிாிய᾽ 
உ.ேவ.சாமிநாைதᾼய᾽, திᾞவாᾟ᾽ வி.க᾿யாணᾆᾸதரனா᾽, மகாவிᾷᾐவாᾹ ᾙ.இராகைவயᾱகா᾽, 
யா῁ᾺபாணΆ ைவ.தாேமாதரΆ பி῀ைள, திாிேகாணமைல த.கனகᾆᾸதரΆ பி῀ைள, யா῁ᾺபாணΆ 
சபாபதி நாவல᾽, யா῁ᾺபாணΆ அΆபலவாண பᾶᾊத᾽, தாᾶடவராய ᾙதᾢயா᾽, ᾗᾐைவ நயனᾺப 
ᾙதᾢயா᾽, அ.ᾙᾷᾐசாமிᾺபி῀ைள, யா῁Ὰபாண ந᾿ᾥ᾽ ஆᾠᾙக நாவல᾽, மகாவிᾷᾐவாᾹ மீனா᾵சி 
ᾆᾸதரΆ பி῀ைள, வடᾥ᾽ இராமᾢᾱக அᾊக῀, தாᾶடவராய ᾙதᾢயா᾽,, ேபராசிாிய᾽ எῄ 
ைவயாᾗாிᾺபி῀ைள ேபாᾹேறா᾽.  

இவ᾽க῀ ம᾵ᾌமᾹறி ேமᾤΆ பல பதிᾺபாசிாிய᾽களிᾹ ᾐைணயினா᾿ தாᾹ கடᾸத ᾓιறாᾶᾌகளி᾿ 
எᾨதᾺப᾵ட ᾓ᾿களி᾿ சில இᾹறளᾫΆ நமᾰᾁ வாசிᾰகᾰ கிைடᾰகிᾹறன. பதிᾺபாசிாிய᾽களிᾹ 
விபரᾱக῀ அடᾱகிய ப᾵ᾊயைல த.ம.அறᾰக᾵டைளயிᾹ கீ῁ᾰகாᾎΆ வைலᾺபᾰகᾷதி᾿ காணலாΆ. 
(http://www.tamilheritage.org/manulogy/pubs/pubs.html)  

தமி῁ மரᾗ அறᾰக᾵டைள தனியா᾽ பாᾐகாᾺபிᾤ῀ள, இᾐவைர அᾲசி᾿ ெவளிவராத பைன ஒைல 
ᾓ᾿கைள மிᾹபதிᾺᾗ ெசᾼᾐ அவιைறᾺ பாᾐகாᾰக ேவᾶᾌெமᾹபதி᾿ மிᾁᾸத அᾰகைற 
ெகாᾶᾌ῀ளᾐ. அதᾹ அᾊᾺபைடயி᾿ ஓைலᾲ ᾆவᾊ மிᾹபதிᾺபாᾰக ᾙைற எᾹபᾐ ஐᾸᾐ பᾊ 
நிைலகளி᾿ பிாிᾰகᾺப᾵ᾌ ெசய᾿ᾙைறயாᾰகΆ ெபற ேவᾶᾌΆ எᾹபத பாிᾸᾐைரᾰகிᾹறᾐ. 
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1. ஓைலᾲ ᾆவᾊகைளᾺ ெபᾠவᾐ மιᾠΆ ேசகாிᾺபᾐ.  

2. ᾆவᾊ ᾓ᾿கைள இனΆ பிாிᾺபᾐ. மᾞᾷᾐவΆ, ῄதல ᾗராணΆ, கைதக῀, ெசᾼதிக῀, 
ஆவணᾱக῀, ெதாழி᾿ ᾒ᾵பΆ, ஓவியΆ, சமய ᾓ᾿க῀, சᾱக இலᾰகியᾱக῀ என வைக 
பிாிᾺபᾐ.  

3. ᾚᾹறாவᾐ நிைலயாக ᾆவᾊ ᾓ᾿கைள மிᾹபதிᾺᾗ ெசᾼவᾐ. வᾞᾊயா᾿ மிᾹபதிᾺபாᾰகΆ 
ெசᾼᾐ தᾁᾸத கணினி ெதாழி᾿ ᾒ᾵பᾷதிᾹ அᾊᾺபைடயி᾿ ᾓ᾿களிᾹ பᾰகᾱகைளᾰ 
ேகாᾺᾗᾰகளாகᾲ ேசகாிᾷᾐ மிᾹᾕலாக பிரᾆாிᾺபᾐ. 

4. இᾸத மிᾹபதிᾺᾗ ெசᾼயᾺப᾵ட ஓைலகைள, ஓைலᾲ ᾆவᾊ ᾓ᾿கைள வாசிᾰகᾷ ெதாிᾸத 
அறிஞ᾽கைளᾰ ெகாᾶᾌ வாசிᾰக ைவᾷᾐ, அதைன ஒᾢᾺபதிᾫ ெசᾼவᾐ, மιᾠΆ 
எᾨᾷᾐᾰகைள அதாவᾐ ᾙᾨ ᾓைலᾜΆ தιகால தமிᾨᾰᾁ மாιறΆ ெசᾼவᾐ.  

5. இᾸத ஒᾢᾺ பதிᾫகைளᾜΆ, த᾵டᾲᾆ ெசᾼயᾺப᾵ட ᾓைலᾜΆ மிᾹபதிᾺபாᾰகΆ ெசᾼᾐ 
நிரᾸதரᾺபᾌᾷᾐவᾐ, வாசிᾺᾗᾰᾁ᾵பᾌᾷᾐவᾐ. 

அᾲᾆ வᾊவ பழΆ ᾓ᾿களிᾹ மிᾹபதிᾺᾗஅᾲᾆ வᾊவ பழΆ ᾓ᾿களிᾹ மிᾹபதிᾺᾗஅᾲᾆ வᾊவ பழΆ ᾓ᾿களிᾹ மிᾹபதிᾺᾗஅᾲᾆ வᾊவ பழΆ ᾓ᾿களிᾹ மிᾹபதிᾺᾗ 

பைன ஓைல ᾓ᾿க῀ அᾲᾆᾺபதிᾺᾗᾰᾁ வᾸதாᾤΆ ᾙᾨைமயாக அᾸᾓ᾿ பாᾐகாᾰகᾺப᾵ᾌ வி᾵டᾐ 
எᾹᾠ ᾂᾠவதιகி᾿ைல. ஓைலயிᾢᾞᾸᾐ அᾲᾆ வᾊவᾷதி᾿ பதிᾺᾗ கᾶட பல ᾓ᾿க῀ மᾠ பதிᾺᾗᾰ 
காணாத நிைலᾜΆ உ῀ளᾐ. பல ᾓ᾿க῀ பாᾐகாᾺᾗ இᾹைமயா᾿ தா᾵க῀ மᾊᾸᾐ, இᾰகிᾺ ேபாᾼ 
ெநாᾠᾱகி உைடᾸᾐ விᾌΆ நிைலᾜΆ உ῀ளᾐ. ஆக ஒᾞ ᾓ᾿ அᾲᾆᾺ பதிᾺபிைன அைடᾸதாᾤΆ அᾐ 
மிᾹபதிᾺபாᾰக ᾙைறயி᾿ பதிᾺபிᾰகᾺபᾌΆ ேபாᾐ அதைனᾷ தιகால ெதாழி᾿ ᾒ᾵பᾷைதᾰ ெகாᾶᾌ 
எளிய ᾙைறயி᾿ பாᾐகாᾰக ᾙᾊகிᾹறᾐ. ஆகேவ அᾲᾆ வᾊவ ᾓ᾿கைளᾜΆ பாᾐகாᾰக ேவᾶᾊய 
நிைல இᾞᾺபதா᾿ மிᾹபதிᾺபாᾰகΆ இதιᾁ ஒᾞ சிறᾸத வழியாக அைமகிᾹறᾐ. 

வாᾼெமாழி இலᾰகியᾱக῀வாᾼெமாழி இலᾰகியᾱக῀வாᾼெமாழி இலᾰகியᾱக῀வாᾼெமாழி இலᾰகியᾱக῀, கைலக῀கைலக῀கைலக῀கைலக῀, மிᾹபதிᾺᾗமிᾹபதிᾺᾗமிᾹபதிᾺᾗமிᾹபதிᾺᾗ 

தமிழ᾽ கைல கலாᾲசார பᾶபா᾵ᾌ வா῁ᾰைக ᾙைற சΆபᾸதᾺப᾵ட ப᾿ேவᾠ தகவ᾿க῀ இᾹறளᾫΆ 
ᾂட ᾙᾨைமயாக பதிᾺபிᾰகᾺபடவி᾿ைல எᾹபைத மᾠᾰகᾙᾊயாᾐ. கிராமᾱகளி᾿ ᾙᾹன᾽ 
வழᾰகிᾢᾞᾸத விஷயᾱக῀ பல பᾊᾺபᾊயாக, நக᾽Ὰᾗற வா῁ᾰைக மιᾠΆ வா῁ᾰைக ᾙைறயி᾿ 
ஏιப᾵ᾌ῀ள மாιறᾱகளிᾹ காரணᾷதா᾿ ெகாᾴசΆ ெகாᾴசமாக வழᾰᾁ ஒழிᾸᾐ வᾞகிᾹறன. இᾐ 
ᾙιறிᾤΆ தᾌᾰகᾺபட ᾙᾊயாத ஒᾹᾠ. ஆனா᾿ இᾸத வாᾼெமாழி இலᾰகியᾱகைள நமᾐ பᾶபா᾵ᾊᾹ 
வரலாιᾠ ஆவணᾱகளாகᾺ பதிᾺபிᾰக ᾂᾊய ெதாழி᾿ ᾒ᾵பΆ இᾹᾠ கிைடᾷᾐ῀ள ேவைளயி᾿ 
இதைன நாΆ இᾷெதாழி᾿ ᾒ᾵பΆ ெகாᾶᾌ பாᾐகாᾰக ᾙᾊᾜΆ.  

உதாரணமாக வாᾼெமாழி இலᾰகியᾱகளான தாலா᾵ᾌᾺ பா᾵ᾌ, ஒᾺபாாிᾺ பா᾵ᾌ, ᾁΆமி, அΆமாைன 
ேபாᾹறைவ, மιᾠΆ கிராமᾷᾐ ச᾵ட தி᾵டᾱக῀, பᾴசாயᾷᾐ, பாரΆபாிய உணᾫக῀, பா᾵ᾊ 
ைவᾷதியΆ, ᾚᾢைககளிᾹ சிறᾺᾗᾰக῀, பாᾶᾊ, சி᾿லா᾵டΆ, அΆமாைன, ப῀ளாᾱᾁளி ேபாᾹற 
கிராமிய விைளயா᾵ᾌக῀, நாடகᾰ ᾂᾷᾐᾰ கைலகளான கரகா᾵டΆ, ஒயிலா᾵டΆ, பைறயா᾵டΆ, சிலா 
ஆ᾵டΆ ேபாᾹறைவ அய᾿ நாᾌகᾦᾰᾁᾰ ᾁᾊ ெபய᾽Ᾰᾐ வி᾵ட தமிழ᾽கᾦᾰᾁ ம᾵ᾌமிᾹறி 
தமிழகᾷதிேலேய ᾂட வழᾰகி᾿ இ᾿லாத கலாᾲசார பிΆபᾱகளாக உᾞவாகி உ῀ளன. இῂவைக 
வாᾼெமாழி இலᾰகியᾱகைள, அதᾹ ᾒᾎᾰகᾱகைள விளᾰᾁΆ தகவ᾿கைள ஒᾢᾺபதிᾫகளாகᾲ 
ேசகாிᾷᾐ ைவᾰக ேவᾶᾊய அவசியΆ உ῀ளᾐ. இதைன கᾌᾷதி᾿ ெகாᾶᾌ, ெசᾼதிᾷ தகவ᾿க῀, 
ஒᾞவரᾐ ப᾿ேவᾠ காலக᾵டᾱகளி᾿ நிக῁Ᾰத வரலாιᾠ விஷயᾱகளிᾹ தகவ᾿க῀, தனிᾺப᾵ட 
சிᾸதைனயிᾹ ெவளிᾺபாᾌக῀ கைல வᾊவᾱக῀ ேபாᾹறவιைற வாᾼெமாழி பதிᾫகளிᾹ ெதாᾁᾺபாக 
(Oral history archive) உᾞவாᾰᾁவதி᾿ தமி῁ மரᾗ அறᾰக᾵டைளᾷ ெதாட᾽Ᾰᾐ ஈᾌப᾵ᾌ வᾞவேதாᾌ 
இᾐ ெதாட᾽பான ெதாழி᾿ᾒ᾵ப விஷயᾱகைள அலᾆவதிᾤΆ மிᾹதமி῁ மιᾠΆ இ-ᾆவᾊ 
மிᾹனரᾱகᾱகளிᾹ வழியாக கலᾸதிைரயாட᾿கைளᾜΆ நிக῁ᾷதி வᾞகிᾹறᾐ.  
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ஒᾞ இனᾷதிᾹ ᾙᾰகிய அΆசᾱகளாகᾷ திக῁பைவ அᾸத இனᾷதிᾹ பᾶபா᾵ᾌ விᾨமியᾱக῀. 
வரலாιᾠ விஷயᾱக῀ ᾙைறயாக பதிᾫ ெசᾼயᾺப᾵ᾌ, தᾁᾸத ᾙைறயி᾿ ெதாᾁᾷᾐ பராமாிᾷᾐ 
ைவᾰகᾺபᾌΆ ேபாேத அᾸத இனᾷதிᾹ சிறᾺᾗக῀ பாᾐகாᾰகᾺபᾌகிᾹறன. ஆக, தமி῁ இனᾷதிᾹ 
சிறᾺᾗகைள, சிᾸதைன ஆழᾷைதᾺ, பᾶபா᾵ᾌᾰ ᾂᾠகைள, கைலகளிᾹ ெபᾞமிதᾷைத நாΆ ᾆலபமாகᾰ 
கᾞதி வி᾵ᾌ விடாம᾿, அதᾹ ᾆவᾌக῀ மறᾰகᾺபᾌΆ ᾙᾹன᾽ அவιைறᾷ தᾰக ᾙைறயி᾿ பாᾐகாᾷᾐ 
ைவᾰக ேவᾶᾌΆ எᾹபᾐ தமி῁ மரᾗ அறᾰக᾵டைளயிᾹ ᾙᾰகிய ேநாᾰகᾱகளி᾿ ஒᾹᾠ. இᾸதᾰ 
கைலக῀ வᾞᾱகாலᾱகளி᾿ வழᾰகி᾿ இ᾿லாம᾿ ேபானாᾤΆ இைவ இᾞᾸததιகான 
அைடயாளᾱகளாவᾐ இῂவைக மிᾹபதிᾺᾗகளிᾹ வழி பாᾐகாᾰகᾺபᾌவதιகான சாᾷதியᾱக῀ 
உᾶᾌ. 

மிᾹபதிᾺபாᾰக வழி ᾙைறக῀மிᾹபதிᾺபாᾰக வழி ᾙைறக῀மிᾹபதிᾺபாᾰக வழி ᾙைறக῀மிᾹபதிᾺபாᾰக வழி ᾙைறக῀, ெதாழி᾿ ᾒ᾵பᾰ ᾂᾠக῀ெதாழி᾿ ᾒ᾵பᾰ ᾂᾠக῀ெதாழி᾿ ᾒ᾵பᾰ ᾂᾠக῀ெதாழி᾿ ᾒ᾵பᾰ ᾂᾠக῀ 

எᾸத ஒᾞ மிᾹᾕ᾿ மிᾹபதிᾺபாᾰக நடவᾊᾰைகᾰᾁΆ அᾊᾺபைடயாக அைமவᾐ அதᾹ ெதாயழி᾿ᾒ᾵ப 
அᾊᾺபைடᾰ ᾂᾠக῀. மிᾹபதிᾺᾗ ெசᾼயᾺபᾌΆ ஒῂெவாᾞ பᾰகᾙΆ ᾐ᾿ᾢயமாகᾫΆ ெதளிவாகᾫΆ 
வாசிᾺᾗᾰᾁ உகᾸததாகᾫΆ இᾞᾰக ேவᾶᾊயᾐ மிᾹபதிᾺபாᾰகᾷதிᾹ அᾊᾺபைட ேதைவகளி᾿ மிக 
ᾙᾰகியமான ஒᾹᾠ. மிᾹᾕ᾿க῀ பதிᾺபாᾰகΆ எᾹபᾐ தιசமயΆ வᾞᾊ(scanner) பயᾹபᾌᾷதி 
மிᾹபதிᾺபாᾰகΆ ெசᾼவᾐ அ᾿லᾐ ᾗைகᾺபடᾰ கᾞவி பயᾹபᾌᾷதி மிᾹபதிᾺᾗ ெசᾼவᾐ எᾹற 
இரᾶᾌ நிைலகளி᾿ உᾞவாᾰகᾺபடᾰ ᾂᾊய சாᾷதியΆ உ῀ளᾐ. 

ஒᾞ ᾓ᾿ வᾞᾊயி᾿ ைவᾷᾐ பᾰகᾱக῀ திᾞᾺபᾺப᾵ᾌ மிᾹபதிᾺᾗ ெசᾼᾜΆ ேபாᾐ சில ேவைலகளி᾿ 
பᾰகᾱக῀ உைடᾸᾐ விᾌΆ நிைல உᾶᾌ. பழΆ ᾓ᾿க῀ மிᾹபதிᾺᾗ ெசᾼᾜΆ ேபாᾐ ᾓ᾿களிᾹ 
பᾰகᾱக῀ உைடᾸᾐ விᾌவதிᾢᾞᾸᾐ தᾌᾰக ᾗைகᾺபடᾰ கᾞவி பயᾹபᾌᾷதி மிᾹபதிᾺᾗ ெசᾼவᾐ 
தιேபாᾐ வழᾰகᾷதி᾿ உ῀ள சிறᾸத ᾙைற எᾹᾠ ᾂறலாΆ. பைன ஓைலᾲ ᾆவᾊ மிᾹபதிᾺபிιᾁ வᾞᾊ 
பயᾹபᾌᾷதி மிᾹபதிᾺᾗ ெசᾼவᾐ எளிைமயானதாகᾫΆ அேத சமயΆ உகᾸததாகᾫΆ அைமகிᾹறᾐ.  

பᾰகᾱகளிᾹ தᾹைமக῀பᾰகᾱகளிᾹ தᾹைமக῀பᾰகᾱகளிᾹ தᾹைமக῀பᾰகᾱகளிᾹ தᾹைமக῀ 

மிᾹ ᾓ᾿க῀. மிᾹபதிᾺᾗ ெசᾼயபᾌΆ ேபாᾐ ெபாᾐவாக ஒᾞ மிᾹபதிᾺᾗ வᾊவΆ jpg, tiff, png, gif 
வᾊவᾱகளி᾿ உᾞவாᾰகᾺப᾵ேட ேசமிᾰகᾺபᾌகிᾹறன. உதாரணமாக வᾞᾊ பயᾹபᾌᾷதி 
உᾞவாᾰகᾺபᾌΆ மிᾹ ᾓ᾿களிᾹ பᾰகᾱக῀ ெபᾞΆபாᾤΆ பட வᾊவ ேகாᾺᾗᾰகᾦᾰᾁᾺ ᾗக῁ ெபιற 
jpg வᾊவᾷதி᾿ தாᾹ உᾞவாᾰகᾺபᾌகிᾹறன. jpg ᾙைற ᾗைகᾺபடᾱகளி᾿ அதிᾤΆ தᾷᾟபமான 
படᾱகளி᾿ சிறிய மாᾠபாᾌகைளᾜΆ உ῀வாᾱகி அதᾹ அச᾿ வᾊவᾷைத மிᾹபதிᾺᾗ வᾊவᾱகளி᾿ 
ெகாᾶᾌ வᾞவதி᾿ சிறᾸத தᾹைமையᾰ ெகாᾶடᾐ. ᾗைகᾺபடᾰ கᾞவிகளி᾿ எᾌᾰகᾺபᾌΆ 
மிᾹபதிᾫக῀ இᾸத compression வᾊவᾷைத ெபᾞΆபாᾤΆ அᾊᾺபைடயாகᾰ ெகாᾶடைவ. 

அᾊᾺபைடயி᾿ jpg பதிᾫக῀ மிᾹபதிவிᾹ ேபாᾐ தகவ᾿கைள இழᾰகᾰ ᾂᾊய தᾹைம ெகாᾶடைவ 
(lossy compression method). இதனா᾿ jpg வᾊவ compression மிகᾷᾐ᾿ᾢயமான பதிᾫகᾦᾰᾁ, 
உதாரணமாக வைரபடᾱக῀, ᾆவᾊகளி᾿ உ῀ள வாி வᾊவᾱக῀ ேபாᾹறவιறிιᾁ உகᾸதைவய᾿ல. 
மிᾹனாᾰகΆ ெசᾼயᾺபᾌகிᾹற பல பழΆ ᾓ᾿க῀ பல ேவைளகளி᾿ மிகᾲ சிைதᾸᾐ சில பᾁதிகளி᾿ 
எᾨᾷᾐᾰக῀ ெதளிவி᾿லாத நிைலயிᾤΆ ᾂட மிᾹபதிᾺᾗ ெசᾼய ேவᾶᾊய நிைல உ῀ளᾐ. ஆக 
இῂவைக ᾓ᾿கைளᾰ கᾞᾷதி᾿ ெகாᾶடா᾿ வாி வᾊவ மிᾹபதிᾺᾗᾰᾁ உகᾸத compression ᾙைறையᾺ 
பயᾹபᾌᾷத ேவᾶᾊய அவசியΆ உ῀ளᾐ. tiff மιᾠΆ png ᾙைறக῀ இῂவைக ேதைவகᾦᾰᾁ மிக 
உகᾸதைவ. ெபாᾐவாகேவ ᾓ᾿க῀ மிᾹபதிᾺபாᾰகΆ எᾹபᾐ வாிவᾊவ அச᾿ பᾰகᾷதிᾹ ஒᾞ 
மᾠபதிᾺᾗ. இதιᾁ மிகᾷ தᾁᾸத ᾙைற tiff compression ஆᾁΆ. அதிᾤΆ ᾁறிᾺபாக OCR (optical 
character recognition) ெகாᾶᾌ இᾸத ᾓ᾿க῀ பிᾹன᾽ வாசிᾺபி᾿ உ᾵பᾌᾷத tiff compression 
பயᾹபᾌᾷதி ேசமிᾰகᾺப᾵ட ேகாᾺᾗᾰகேள சிறᾸதைவயாக அைமகிᾹறன.  

மிᾹபதிᾺபாᾰகᾷதி᾿ சᾸதிᾰகᾰᾂᾊய ெதாழி᾿ᾒ᾵ப பிரᾲசைனகைளᾰ ைகயாள ெபாᾐவான 
ைகேயᾌக῀ உᾞவாᾰகᾺபட ேவᾶᾊய அவசியΆ உ῀ளᾐ. கணினி ெகா῀ளளᾫ விைல அதிகΆ 
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இ᾿ைலெயᾹற நிைல இᾺேபாᾐ இᾞᾸதாᾤΆ மிᾹᾕ᾿க῀ தரவிறᾰகᾷதிιகாக ேதைவᾺபᾌΆ ேநரΆ 
அதிகமாக இᾞᾺபᾐ ஒᾞ வைக பிரᾲசைனயாக உ῀ளᾐ. இதைன ேமᾤΆ ெசΆைமᾺ பᾌᾷத தᾁᾸத 
ெதாழி᾿ᾒ᾵ப ைகேயᾌக῀ இᾞᾺபᾐ அவசியமாகிᾹறᾐ. அேத ேபால ஒᾢ ஒளி வᾊவ பதிᾫகைள 
இைணயᾷதிᾢᾞᾸᾐ ᾐாிதமாக தரவிறᾰகΆ ெசᾼவதιᾁΆ ேகாᾺᾗᾰகளிᾹ அளவி᾿ கவனΆ ெசᾤᾷத 
ேவᾶᾊய நிைல உ῀ளᾐ. இதைனᾰ ைகயாள, ைகேயᾌக῀ உᾞவாᾰகᾺபᾌத᾿ அவசியமாகிᾹறᾐ. 
இதιᾁ pdf மιᾠΆ djVu ெதாழிᾒ᾵பᾱக῀ சிறᾸதைவயாக இᾞᾰகிᾹறன.  

மிᾹபதிᾺᾗ ெசᾼய விᾞΆᾗபவ᾽கᾦᾰᾁᾺ ெபᾞΆபாᾤΆ ெதாழி᾿ᾒ᾵ப அᾊᾺபைட விஷயᾱகளி᾿ 
ப᾿ேவᾠ ஐயᾱக῀ இᾞᾺபᾐ இய᾿ᾗ. இதைன நிவ᾽ᾷதிᾰக எளிய ைகேயᾌகைளᾷ தமி῁ மரᾗ 
அறᾰக᾵டைள உᾞவாᾰகி ெவளியி᾵ᾌ῀ளᾐ. அᾸத வைகயி᾿ இᾐவைர அᾊᾺபைட மிᾹபதிᾺபாᾰகΆ, 
FTP ெசᾼவᾐ எᾺபᾊ எᾔΆ ைகேயᾌ மιᾠΆ ஒᾢᾺபதிᾫ க᾵ᾌைர, மிᾹ ᾓ᾿கைளᾺ ᾗைகᾺபடᾰ கᾞவி 
ெகாᾶᾌ உᾞவாᾰᾁΆ விதΆ, ஒᾢᾺபதிᾫக῀ மιᾠΆ ᾁர᾿ அர᾵ைட ஒᾢᾺபதிᾫ விளᾰகᾰ க᾵ᾌைரக῀, 
தமிழி᾿ மிᾹனᾴச᾿ ெசᾼᾜΆ ᾙைற அᾊᾺபைட ைகேயᾌ, மிᾹᾕலாᾰகᾰ ைகேயᾌ ேபாᾹறைவ 
ெவளியிடᾺப᾵ᾌ மிᾹ ᾓலாᾰகᾷதிᾤΆ மிᾹபதிᾫகளிᾤΆ ஆ᾽வᾙ῀ேளா᾽ பயᾹபᾌᾷᾐΆ வைகயி᾿ 
இலவசமாக வழᾱகᾺப᾵ᾌ῀ளன.  

தமி῁ மரᾗ அறᾰக᾵டைளயிᾹ அᾌᾷத க᾵ட ᾙயιசிக῀. 

ஒᾞᾱகிைணᾰகᾺப᾵ட மிᾹᾕ᾿கᾦᾰகான அ᾵டவைண ஒᾞᾱகிைணᾰகᾺப᾵ட மிᾹᾕ᾿கᾦᾰகான அ᾵டவைண ஒᾞᾱகிைணᾰகᾺப᾵ட மிᾹᾕ᾿கᾦᾰகான அ᾵டவைண ஒᾞᾱகிைணᾰகᾺப᾵ட மிᾹᾕ᾿கᾦᾰகான அ᾵டவைண மιᾠΆமιᾠΆமιᾠΆமιᾠΆ ஓைலᾲஓைலᾲஓைலᾲஓைலᾲ 
ᾆவᾊகᾦᾰகான ேபர᾵டவைண ᾆவᾊகᾦᾰகான ேபர᾵டவைண ᾆவᾊகᾦᾰகான ேபர᾵டவைண ᾆவᾊகᾦᾰகான ேபர᾵டவைண  

மிᾹ ᾓ᾿கைள ெவளியிᾌΆ தᾹனா᾽வᾰ ᾁᾨவின᾽ பல᾽ தιேபாᾐ தமி῁ மிᾹᾕ᾿கைள 
உᾞவாᾰᾁவதி᾿ ஈᾌபா᾵ᾌடᾹ இயᾱகி வᾞகிᾹறன᾽. ப᾿ேவᾠ ᾁᾨவின᾽ 'தமி῁ ᾓ᾿க῀ 
மிᾹபதிᾺபாᾰகΆ' என ெசய᾿படᾷ ெதாடᾱᾁΆ ேபாᾐ ஒᾞவ᾽ மிᾹபதிᾺᾗ ெசᾼத அேத ᾓைல 
ேவெறாᾞவ᾽ ெசᾼவதιகான நிைல ஏιபட வாᾼᾺᾗᾶᾌ. ஆக தமி῁ மரᾗ அறᾰக᾵டைளயிᾹ 
ெவளிᾛᾌக῀ ᾁறிᾷத ஒᾞ தகவ᾿ வᾱகி உᾞவாᾰகᾺபட ேவᾶᾊயᾐ அவசியΆ எᾹபதா᾿ இᾸத ᾙயιசி 
ெதாடᾱகᾺப᾵ᾌ ேதᾌ இயᾸதிரΆ மιᾠΆ வாிைசᾺபᾌᾷᾐΆ சாᾷதியᾷᾐடᾹ ᾂᾊய ப᾵ᾊய᾿ ஒᾹᾠΆ 
உᾞவாᾰகᾺப᾵ᾌ῀ளᾐ. அேத ேவைள இைணயᾷதி᾿ உ῀ள அைனᾷᾐ மிᾹᾕ᾿கᾦᾰᾁமான 
ஒᾞᾱகிைணᾰகᾺப᾵ட ஒᾞ அ᾵டவைண உᾞவாᾰகᾺபட ேவᾶᾊய ேதைவ இᾞᾺபதா᾿ இῂவைக 
ᾙயιசிகᾦᾰᾁΆ தமி῁ மரᾗ அறᾰக᾵டைள ᾐைண நிιகிᾹறᾐ.  

பைண ஓைலᾲ ᾆவᾊக῀ தமிழகᾷதிᾤΆ அய᾿ நாᾌகளிᾤᾙ῀ள ப᾿ேவᾠ ᾓலகᾱகளிᾤΆ உ῀ளன. 
இவιைறᾺ வாசிᾺᾗᾰᾁ உ᾵பᾌᾷᾐΆ அ᾵டவைண தயாாிᾰகᾺபட ேவᾶᾊய அவசியΆ உ῀ளᾐ. 
ெதாட᾽Ᾰᾐ பல நிᾠவனᾱக῀ ᾆவᾊகளிᾹ தகவ᾿கைளᾲ ேசகாிᾰᾁΆ ᾙயιசிகளி᾿ இயᾱகி வᾸதாᾤΆ 
இᾐவைர ேசகரᾷதிᾤ῀ள அைனᾷᾐ ᾆவᾊகᾦᾰᾁமான ᾙᾨைமயான ஒᾞ ப᾵ᾊய᾿ இ᾿லாதᾐ 
கவனᾷதி᾿ ெகா῀ளᾺபட ேவᾶᾊய ஒᾹᾠ. அᾷேதாᾌ இᾐவைர கᾶெடᾌᾰகᾺப᾵ᾌ ெதாᾁᾰகᾺப᾵ᾌ 
பராமாிᾰகᾺப᾵ᾌ வᾞΆ ஓைலᾲᾆவᾊகᾦᾰகான ஒᾞ ேபர᾵டவைணᾜΆ இைணயᾷதி᾿ ஒᾞᾱᾁறியி᾿ 
ேதᾌத᾿ (digital searchable catalogue) வசதிᾜடᾹ உᾞவாᾰகᾺபட ேவᾶᾊய அவசியΆ உ῀ளᾐ. 
இῂவைகயிலான ᾙயιசிகᾦᾰகான ஆரΆபᾺபணிகைள தமி῁ மரᾗ அறᾰக᾵டைள இᾺேபாᾐ 
ெதாடᾱகிᾜ῀ளᾐ. 
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Abstract: This is a description of a database tool for the analysis of a small linguistic 

corpus. It aims at representing syntactic and semantic information at both clause and 

argument levels in their sociolinguistic components. This paper summarizes the 

categories that are encoded, and describes how they are encoded. Few examples to show 

their usage are also provided here as an illustration.  

 

Introduction 

The use of large computerized bodies of text for linguistic analysis has emerged in recent decades as 

one of the most significant fields in the study of language. This project is the result of our experience 

for more than a decade of teaching and conducting research in Tamil epigraphy. The major aim of this 

project is to make the Tamil inscription database accessible to people and researchers in a variety of 

fields (e.g. linguistics, anthropology, sociology, archaeology, folklore, history, art history, religion etc.), 

both native and non-native speakers of the Tamil language. A corpus based linguistic analysis lays 

emphasis on the importance of empirical data. Empirical data alone would enable researchers to make 

objective statements, rather than those that are subjective based upon one’s own perception of 

language and society.  

The structure of the epigraphic text is complex and the order of constituents is motivated by 

pragmatics (Information structure) rather than by syntax. Tamil inscriptions consist of a large number 

of technical vocabularies, some are native Tamil lexemes, some are coined in Tamil, some are loan 

words from Indo-Aryan, and yet some others are compounds of both Tamil and Indo-Aryan lexemes. 

All of these features of epigraphic texts constitute a major challenge for any body working with Tamil 

inscriptions. In order to overcome these complexities, we felt the need for a specific tool –grammatical 

and lexical- for reading and analyzing Tamil inscriptional texts. 

Aim 

The aim of this project includes: (1) to archive Tamil epigraphic texts, (2) to present the data in a 

queryable format in order to extract linguistic information, (3) to compile a dictionary with an 

electronic interface, based on this queryable format, (4) to write a historical grammar of the Tamil 

language based on the database and 5) to contribute to the field of Dravidian historical linguistics. 

Linguistic analysis, as broadly conceived, includes not only phonological, morphological, and 

grammatical information, but also includes sociolinguistic components as well. It aims above all to 

examine the usage and change of language in its real context. This linguistic database includes several 

features: phonological (texts in transliteration based on the Madras University Tamil lexicon), 

different scripts (vaṭṭeḻuttu, grantha, and tamiḻ), morphosyntactic features (derivational suffixation, 
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cliticization, development of postpositions, process of grammaticalization etc.,), and etymological 

features (for the analysis of patronyms and toponyms).  

Small Linguistic Corpus 

A corpus of written texts can be analysed for different purposes including linguistic, lexicographic, 

rhetoric and stylistics for instance. Our approach is linguistic and seeks to focus the analysis of our 

corpus in the social and cultural contexts in which these inscriptions were written and read. This 

project at this stage is concerned about a small linguistic corpus as opposed to any corpora containing 

several millions of words (for example, The British National Corpus -10 million words, CIIL Tamil 

database around 3 Million words and the Cre-A data bank www.crea.in contains 2.5 million words 

and will be the largest Tamil data bank very shortly). Except these two databases, Tamil does not have 

any other database to our knowledge. 

The total number of Tamil inscriptions discovered to date counts around thirty thousand. Such a large 

number of inscriptional texts cannot be handled in a single attempt at a stretch mainly because of lack 

of technical and human resources. The present database “Kalveṭṭu” is conceived in several phases in 
chronological order. In the first phase, the database includes texts from 0450 A.D. to 0799 A.D. The 

Tamil-Brāhmī inscriptions are not included in the present project. The first phase of the database 

comprises mainly Pallava inscriptions, Copper plates and Hero Stone inscriptions (naṭu kal). In our 
database, incomplete or defective inscriptions and clauses (phrases) are not included. In case of some 

doubtful inscriptions, we took maximum precaution to check with, whenever possible, original 

estampage and with inscriptions insitu. We thus have avoided all errors as much as possible. 

Tamil Inscriptions 

Since the last few decades, the importance of Tamil inscriptions as source material has been 

recognized, at least to some extent, by researchers in humanities and social sciences. But 

comprehension, interpretation and information retrieval of Tamil epigraphic texts, no doubt, 

constitute a major challenge. It is evident from our own experience that a better reading and 

unambigous interpretation of Tamil inscriptions is possible only through a multidisciplinary 

approach. Rather, Tamil inscriptions provide source material for constituting a monumental multi 

disciplinary database.  

Language structure 

There is a striking difference (in word order) between Modern Tamil and inscriptional Tamil (IT). 

These deviations offer valuable clues on the historical changes that the grammar of Tamil went 

through. The purpose of this paper is to bring out the characteristic features of the underlying 

linguistic system of the inscriptional Tamil. The IT is characterised by an alternative coding system 

which has resulted from distribution of grammatical patterns motivated by semantic and pragmatic 

(information structure) parameters 

The field of historical syntax can be divided into two parts: the study of the grammars of languages of 

the past and the study of changes in grammar as attested in the historical record. The first subfield is 

best considered as a branch of comparative syntax which tries to reconstruct, through textual 

evidence, the grammars of languages that lack living native speakers. The second subfield studies the 

problem of the diachronic instability of syntax and the transition between grammars. For this reason, 

we have chosen to focus on the diachronic aspect of historical syntax in our database. 
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Scripts 

Four different scripts were used in Tamil inscriptions: tamiḻ-brāhmi, vaṭṭeḻuttu, tamiḻ and grantha. We 
are only concerned with the last three scripts besides the historical, social and cultural contexts of their 

usage. Broadly speaking, use of vaṭṭeḻuttu and tamiḻ scripts can be explained by historical and political 
factors. But the use of grantha script implies complex sociolinguistic factors (language contact, 

bilingualism, cultural and political hegemony and so).  

DATABASE - “Kalveṭṭṭṭṭṭṭṭu” 
The construction of our extensive database consists of the following four stages: 1) selection and 

documentation of epigraphic texts, 2) identification of a meaningful sequence of units (minimal clause 

structures), 3) linguistic, and lexical analysis of clauses (morphology, syntax, borrowings), and 4) 

translation. Due to the complex structure of epigraphic texts, we have opted for a methodology based 

on semantics and pragmatics instead of a traditional –subject-object-predicate- approach. In our 

approach, the text is divided into minimal meaningful units (minimal linguistic structure or 

“clauses”). Each such minimal unit is subject to a multilevel analysis: morphology, morphosyntax, 

syntax and semantics.  

The database consists of four major components: 1) general information, which is composed of 21 

subunits, 2) Tamil inscription in transliteration, 3) translation and 4) linguistic analysis. The fourth 

part, which is linguistic analysis, is the essential part of the “Kalveṭṭu database”. It consists of a list of 
“words” (any meaningful unit whether segmentable or not). Each “word” is associated with a 

canonical form (unsegmentable unit- morpheme or lexical unit) and a set of “grammatical categories” 

(specifying tense, mood, number, gender or other linguistic functions). In our database, we have listed 

so far 200 different types and subtypes of “grammatical categories”. This list is subject to modification 

depending on a combination of semantic and morphosyntactic functions. A fine-grained analysis of 

inscriptions necessitates such a vast sub categorisation of different constituents of the identified 

minimal meaningful units. This will allow the users to view the detailed grammatical and lexical 

analysis of each minimal meaningful unit identified in our database.  

The database can be used for various purposes and to handle many issues, most of them remain 

unanswered in the study Tamil inscriptions. Some of them may be listed below. To retrieve 

information about the type and structure of a particular inscription: Whether it is a hero stone, copper 

plate or temple inscription; whether the inscription contains invocation and meykkīrtti or not; the 

meykkīrtti is in Sanskrit or in Tamil; where the inscription is situated in the temple physically– on the 

wall of the main shrine or on the wall of the secondary shrines and finally to calculate the correlation 

among all of these information. 

The usage of grantha script, as mentioned above, is a complex phenomenon. For each identified item, 

among other information, the script used is also mentioned (vaṭṭeḻuttu, tamiḻ and grantha). This 
database may shed light on the social and cultural significance of grantha scripts in Tamil inscriptions: 

whether grantha was used only for Indo-Aryan loan words; whether all Indo-Aryan loan words were 

marked systematically in grantha, whether there were variation in the usage of grantha between 

different dynasties on the one hand and on the other hand whether there were variations from one 

region to another; whether all personal names (kings, king’s consorts, chieftains, Brahmans, royal 

officers, artisans and cultivators etc.) were marked in grantha and is there any social and cultural 

significances in this pattern. The same analysis is also possible for toponyms. 
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This database is created principally as a tool for linguistic analysis of inscriptions. Every searchable 

(identified) item ‘word’ in this corpus is tagged by its formal category (e.g. proper noun, place noun, 

post-position, case marker, auxiliary verb etc.) so that users can list all occurrences of specific 

searchable (or identified) unit in the database.  

For instance, a searchable unit like “paṭṭāṉ” can be retrieved in two distinct ways: 1) a list of all 
occurrences irrespective of its different grammatical functions as finite verb or as participial noun, and 

2) it is also possible to retrieve the unit “paṭṭāṉ” distinctly either as finite verb or as a participial noun.  

e.g.  ēṛaṉ eṛintu paṭṭāṉ (finite verb) “Eran was dead wounded” 

akkantai kōṭaṉ toṛu viṭuvittup paṭṭāṉ kal (participial noun) “Akkandai Kotan is killed while 
liberating the cow herds and this is his memorial stone”. 

This database provides for each identified “phrase” the order of constituents. This constituent order 

pattern reveals without doubt that the {SOV} order considered as basic is only a possible word order 

among other common word order as noticed in Tamil inscriptions. 

It is possible to list all case forms and different case functions among the searchable units. This 

function allows the users to find the functional and semantic variations or evolution for each case 

morpheme both diachronically and regionally. It is possible to examine the different case functions 

substituted by the oblique form (genitive or locative) and their morphosyntactic contexts. 

Using this database - which is currently used with a Windows application - one can identify all of the 

main clauses to determine how each clause is constructed. One can also identify all the alternate 

structures for each clause identified and study the underlying linguistic structure. 

Whenever it is difficult to identify the functional category of any unit, a question marker is used to 

indicate such problems. The final stage of this project will be creation of user-interface to search this 

database online over the internet.  
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ப᾿ᾥடகவழிᾺ பழᾸதமி῁ இலᾰகியᾰ கᾞᾷதாட᾿ப᾿ᾥடகவழிᾺ பழᾸதமி῁ இலᾰகியᾰ கᾞᾷதாட᾿ப᾿ᾥடகவழிᾺ பழᾸதமி῁ இலᾰகியᾰ கᾞᾷதாட᾿ப᾿ᾥடகவழிᾺ பழᾸதமி῁ இலᾰகியᾰ கᾞᾷதாட᾿ இலᾰகியΆ கιற᾿ இலᾰகியΆ கιற᾿ இலᾰகியΆ கιற᾿ இலᾰகியΆ கιற᾿ 
கιபிᾷத᾿ அᾊᾺபைடயி᾿கιபிᾷத᾿ அᾊᾺபைடயி᾿கιபிᾷத᾿ அᾊᾺபைடயி᾿கιபிᾷத᾿ அᾊᾺபைடயி᾿ 

ᾙைனவ᾽ வாᾙைனவ᾽ வாᾙைனவ᾽ வாᾙைனவ᾽ வா. . . . ᾙᾙᾙᾙ. . . . ேசேசேசேச. . . . ᾙᾙᾙᾙᾷᾐராமᾢᾱக ஆᾶடவ᾽ᾷᾐராமᾢᾱக ஆᾶடவ᾽ᾷᾐராமᾢᾱக ஆᾶடவ᾽ᾷᾐராமᾢᾱக ஆᾶடவ᾽ 
தமி῁ இைணᾺ ேபராசிாிய᾽ 

ᾙ.வ. ᾙᾐகைல உயராᾼᾫ ைமயΆ 
தமி῁ᾷ ᾐைற, பᾲைசயᾺபᾹ க᾿ᾥாி, ெசᾹைன- 30 

Email: sethuandu@yahoo.co.in  

  

அயலக ஆᾼவறிஞ᾽களா᾿ ஏιகனேவ ெசΆெமாழியாக ஏιᾗᾺ ெபιறிᾞᾸத தமி῁, நீᾶட 
ேபாரா᾵டᾱகᾦᾰᾁᾺ பிறᾁ 2004ஆΆ ஆᾶᾌ இᾸதியᾺ ேபரரசா᾿ ᾙைறயாக அறிவிᾰகᾺப᾵ட இᾸதிய 
ெமாழி தமி῁. இᾸதᾺ பிᾹனணியி᾿ பழᾸதமி῁ இலᾰகியᾱகைளᾺ பιறிᾷ ெதாிᾸᾐெகா῀ள ேவᾶᾌΆ 
எᾹற ஆ᾽வΆ அய᾿நா᾵ᾌ, தாᾼநா᾵ᾌ அறிஞ᾽கᾦᾰᾁΆ ஆ᾽வலகᾦᾰᾁΆ ஏιப᾵ᾌ῀ளᾐ. இᾹைறய 
தகவ᾿ ெதாழி᾿ᾒ᾵ப வள᾽ᾲசியிைன ᾙᾨைமயாகᾺ பயᾹபᾌᾷதி எῂவாᾠ பழᾸதமி῁ இலᾰகியᾱகைள 
ப᾿ᾥடகவழி அறிᾫ நிைலயிᾤΆ அறிᾸᾐெகா῀ᾦΆ நிைலயிᾤΆ பரᾺᾗவதιᾁாிய கணினிவழிᾷ 
தி᾵டமிᾌவᾐ இῂவாᾼᾫᾰ க᾵ᾌைரயிᾹ ேநாᾰகΆ. 

ப᾿ᾥடகவழிᾺ பழᾸதமி῁ இலᾰகியᾱகைளᾰ கᾞᾷதாட᾿ வழி எῂவாᾠ கιபᾐ, கιபிᾺபᾐ, அதιகான 
வழிᾙைறக῀ எᾹன எᾺபᾊᾲ ெசயலாιᾠவᾐ?, இᾐவைர கணினி சா᾽Ᾰᾐ நிக῁Ᾰத இலᾰகிய, 
இலᾰகணᾰ கᾞᾷதாᾰகᾱகைள எῂவாᾠ வள᾽ᾷெதᾌᾺபᾐ?, வளᾺபᾌᾷᾐவᾐ ேபாᾹற ெசᾼதிக῀ 
இᾰக᾵ᾌைரயி᾿ ஆᾼᾫᾰᾁ உ᾵பᾌᾷதᾺபᾌகிᾹறன. 

ᾙத᾿ ᾙயιசியாகᾺ ப᾿ᾥடகவழி சᾱகᾷ தமிᾨᾰகான ᾁᾠவ᾵ᾊைன உᾞவாᾰகிᾜ῀ேளᾹ. 
இᾰᾁᾠவ᾵ᾊ᾿ உைரயாட᾿ அᾊᾺபைடயி᾿ எ᾿லா வயதினᾞΆ ᾗாிᾸᾐெகா῀ᾦΆ வைகயி᾿ சᾱக 
இலᾰகியᾱகைள உᾞவாᾰகிᾜ῀ேளாΆ. அவιைறᾺ பிᾹவᾞΆ ᾚᾹᾠ நிைலகளி᾿ வைரயᾠᾰகலாΆ. 

1. ஆ᾽வᾚ᾵ட᾿ 

2. அறிᾬ᾵ட᾿ 

3. திறᾸதநிைல இலᾰகியΆ கιபிᾷத᾿ 

இᾸத அᾊᾺபைடயி᾿ உᾞவாᾰகᾺப᾵ᾌ῀ள ᾁᾠவ᾵ைடᾰ கணினி அறிஞ᾽களிᾹ ேமலான 
கᾞᾷᾐகᾦᾰகாக ᾙᾹைவᾰகிேறாΆ. 

தகவ᾿ ெதாழி᾿ᾒ᾵பᾷதி᾿ ஏιப᾵ட கணினி ᾒ᾵பᾷதிᾹ ஊடாக வள᾽ᾲசி அைனᾷᾐᾷ ᾐைறகளிᾤΆ 
ᾗதிய மாιறᾷதிைன ஏιபᾌᾷதியᾐ. ெமாழி / இலᾰகியΆ கιபிᾷதᾢᾤΆ மாιறΆ ஏιப᾵ᾌ ᾗதிய 
அᾎᾁᾙைறகᾦΆ வழிᾙைறகᾦΆ கᾶடறியᾺப᾵ᾌ῀ளன. 

இᾹைறய கணினிᾷ தமி῁ வள᾽ᾲசிᾰᾁ 'உᾷதமΆ' ேபாᾹற தᾹனா᾽வ நிᾠவனᾱக῀ ஆιறிய / ஆιᾠΆ 
ெதாᾶᾌ மகᾷதானᾐ. தமி῁ இைணய மாநாᾌக῀ வழி ெமாழி / இலᾰகிய / ᾒ᾵ப அறிஞ᾽கைளᾜΆ, 
கணினி - ᾒ᾵ப அறிஞ᾽கைளᾜΆ ஒᾹறிைணᾷᾐ ஐேராᾺபிய மᾶணி᾿, வரலாιᾠᾲ சிறᾺᾗ மிᾰக 
மாநா᾵ᾊ᾿ ப᾿ᾥடக வழியாகᾺ பழᾸதமி῁ இலᾰகியᾰ கᾞᾷதாட᾿ எᾹற தைலᾺபி᾿ ஆᾼᾫᾲ 
ெசᾼதிகைள ᾙᾹைவᾰகிேறᾹ. 

மᾐைரᾷ தி᾵டΆ, பழᾸதமி῁ ᾓ᾿கைள மிᾹபதிᾺபாᾰகΆ ெசᾼᾐ மாெபᾞΆ பணியாιᾠகிறᾐ. தமி῁ மரᾗ 
அறᾰக᾵டைள, இலᾰகியᾱகைளᾺ பாᾐகாᾰக ேவᾶᾌΆ எᾹற அᾊᾺபைடயி᾿ கᾹனிᾷ தமிைழᾰ 
கணினிᾷ தமிழாக இைணᾷᾐᾺ பணியாιᾠகிறᾐ. 

ெமாழி ெதாட᾽பான ஆᾼᾫக῀, ஒᾢ, ஒᾢயᾹ, உᾞபᾹ, ெதாட᾽, ெபாᾞ῀ என விாிவைடᾸᾐ 
வᾞகிᾹறன. ேமᾤΆ இᾐ இலᾰகியΆ சா᾽Ᾰᾐ விாிவைடகிற ேபாᾐ, கᾞ, நைட, கᾞᾷதாட᾿ அைமகிறᾐ. 
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ெமாழி ஒᾞவைரெயாᾞவ᾽ விளᾱகிᾰெகா῀ᾦΆ ஆιற᾿ மிᾰக சᾚகᾺ பிைணᾺᾗᾰᾁ 
இᾹறியைமயாததாக அைமகிறᾐ. கᾞᾷᾐᾷ ெதாட᾽பிேல ஈᾌபᾌவ᾽க῀, ஒᾞ மனிதᾰ ᾁᾨைவேயா, 
சᾚகᾷைதேயா, ஒᾞ பᾶபா᾵ைடேயா சா᾽Ᾰதவராகᾰ ᾁறிᾺபிடலாΆ. அவ᾽க῀ யாவᾞΆ தΆᾙைடய 
ெமாழி, பழᾰகᾱக῀, வழᾰகᾱக῀ ஆகியன பιறிய விதிᾙைறகைளᾺ பிᾹபιறி நடᾺபவ᾽க῀. 
அῂவிதிᾙைறகைள அவ᾽கேள உᾶடாᾰகினா᾽க῀. அவ᾽கேள அᾔசாிᾷᾐ நடᾰக 
ேவᾶᾊயவ᾽களாᾼ உ῀ளன᾽. 

எனேவ ெமாழி வழியாக நடᾷதᾺபᾌΆ கᾞᾷᾐᾷ ெதாட᾽ᾗΆ சᾚக வயᾺப᾵டᾐ எனᾺ ெபறᾺபᾌΆ 
(அ.சᾶᾙகதாῄ, 2006) 

எᾹற அறிஞாிᾹ ᾂιᾠᾺபᾊ ெமாழியிᾹ கᾞᾷᾐᾷ ெதாட᾽ᾗᾰᾁᾲ சᾚகேம அᾊᾷதளமாக விளᾱᾁகிறᾐ. 
சᾚகᾷதி᾿ ஏιபᾌΆ மாιறᾱக῀ எ᾿லாΆ ெமாழியாᾤΆ ஏιபᾌΆ. பழᾸதமி῁ இலᾰகியᾱகளிᾹ ஊடாகᾰ 
கιᾠᾷ தᾞΆெபாᾨᾐ சᾚகΆ சா᾽Ᾰத விடயᾱகைளᾰ கணᾰகி᾿ எᾌᾷᾐᾰெகா῀வᾐ இᾹறியைமயாதᾐ. 

ெதாட᾽ᾗபᾌᾷᾐகிᾹற ெசᾼதி, கᾞᾷᾐ, ᾁறிᾛᾌ எᾹற ᾚᾹறிᾹவழி கᾞᾷᾐᾷ ெதாட᾽ᾗ நிக῁ᾷதலாΆ. 
பழᾸதமி῁ இலᾰகணமான ெதா᾿காᾺபியᾷதிேலேய கᾞᾷᾐᾷ ெதாட᾽ᾗᾰகான ᾂᾠக῀ இடΆ 
ெபιறிᾞᾰகிᾹறன. 

ெசᾺᾗΆ வினᾫΆ வழா᾿ ஓΆப᾿ 

(ெதா᾿.ெசா᾿.இளΆᾘரணΆ) 

எᾨᾷᾐ, ெசா᾿, ெபாᾞ῀, உைரயாட᾿, கᾞᾷᾐᾷ ெதாட᾽ᾗᾰகான ᾂᾠகைளᾲ ேசனாவைரயᾞΆ 
இளΆᾘரணᾞΆ ᾁறிᾷᾐ῀ளன᾽. 

ஒῂெவாᾞ ஊடகΆ சா᾽Ᾰᾐ கᾞᾷதாட᾿ ᾙைறᾦΆ ேவᾠபᾌΆ. வாெனாᾢᾰகான கᾞᾷதாட᾿ நிக῁ᾷᾐΆ 
ᾙைற ேவᾠ. 

ெதாைலᾰகா᾵சி ேபாᾹற கா᾵சி ஊடகᾷதி᾿ ேநய᾽ கᾞᾷᾐᾲ ெசா᾿பவாிᾹ ᾙகᾷைத ேநாி᾿ 
பா᾽ᾰகிறா᾽. ஒᾞ திைரᾺபடᾺ பாடைல வாெனாᾢ ᾚலΆ ேக᾵பதιᾁΆ ெதாைலᾰகா᾵சியி᾿ 
பா᾽ᾺபதιᾁΆ உ῀ள ேவᾠபா᾵ᾊைன நாΆ இதேனாᾌ ெதாட᾽ᾗபᾌᾷதிᾺ பா᾽ᾰகலாΆ. 

வாெனாᾢᾰ கᾞᾷதாடᾢ᾿ ெசவிᾺᾗலᾹ சா᾽Ᾰᾐ கᾞᾷᾐ அரᾱேகᾠகிறᾐ. ஆனா᾿, ெதாைலᾰகா᾵சி 
ேபாᾹற கா᾵சி ஊடகᾷதி᾿ க᾵ - ெசவி - ᾗலᾹ வழியாகᾰ கᾞᾷதாட᾿ அரᾱேகᾠகிறᾐ. பᾔவைலᾰ 
கᾞᾷதாட᾿ வழி ᾗாிᾸᾐெகா῀ளலாΆ எᾹபைத இதᾹவழி நாΆ ᾗாிᾸᾐெகா῀ளலாΆ. இதᾹ 
அᾊᾺபைடயி᾿ இரᾶᾌ வைகககளாகᾺ பிாிᾰகலாΆ. 

1. ெமாழி சா᾽ ᾂᾠக῀ (verbal) 

2. ெமாழி சாராத ᾂᾠகள (non-verbal) 

வாெனாᾢ ᾚலமாக ஒᾢ வᾊவி᾿ சᾱகᾷ தமி῁ᾰ கᾞᾷதாட᾿ நிக῁ᾷதினா᾿, எᾸதᾺ பᾁதியி᾿ வாெனாᾢ 
உைர நிக῁ᾷᾐகிேறாேமா, அᾸதᾺ பᾁதி ெமாழியிᾹ வ᾵டாரᾷ தᾹைமயிைன நிக῁ᾷᾐபவ᾽ 
அறிᾸதிᾞᾰக ேவᾶᾌΆ. 

ேக᾵கிற வாசக᾽களிᾹ ெமாழியிைன நிக῁ᾷᾐந᾽ பயᾹபᾌᾷᾐவதா அ᾿லᾐ தᾁதமி῁ நிக῁ᾷᾐவதா 
அ᾿லᾐ இரᾶᾌΆ இைணᾸᾐ நிக῁ᾷᾐவதா எᾹற சிᾰக᾿ வᾞΆ. அதைன மனᾷதி᾿ ெகாᾶᾌ 
உைரயிைன நிக῁ᾷத ேவᾶᾌΆ. ேக᾵பவᾞᾰᾁᾺ ெபாᾞ῀ எளிதி᾿ விளᾱகிᾰெகா῀ᾦΆ வᾶணΆ 
உைர அைமத᾿ ேவᾶᾌΆ. 

ேமᾤΆ வாெனாᾢᾰ கᾞᾷதாடᾤᾰᾁ ெமாழிசா᾽ ᾂᾠக῀ நிைறய இடΆ ெபιறிᾞᾰக ேவᾶᾌΆ. 

ᾁரᾢேல ஏιற இறᾰகΆ, அᾨᾷதΆ, பாடைல ேமιேகா῀ கா᾵ᾌத᾿, ᾁழᾺபமி᾿லாம᾿ ெசா᾿ᾤத᾿ 
ேபாᾹற அᾊᾺபைடயி᾿ வாெனாᾢᾰ கᾞᾷதாடைலᾲ சிறᾺபாக நிக῁ᾷத ᾙᾊᾜΆ. 

திᾞᾰᾁறைளᾰ கιபிᾰகிேறாΆ எᾹறா᾿, திᾞᾰᾁறைளᾺ பιறிᾷ ெதளிவாகᾺ ᾗாிᾸᾐெகா῀ᾦத᾿, ேநர 
ஒᾨᾱᾁ, உைரயாιᾠத᾿ ᾁறிᾷᾐ ᾙᾹᾂ᾵ᾊேய தி᾵டமிட᾿, கᾞᾷதாட᾿ நிக῁ᾷᾐவதιᾁ 
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அᾊᾺபைடயாᾁΆ. மாணவ᾽களிᾹ வயᾐ, தᾁதி, கιற᾿ திறᾹ அᾊᾺபைடயி᾿ கᾞᾷதாட᾿ 
நிக῁ᾷதலாΆ. 

உைரயாட᾿ ᾙᾊவி᾿, ெதாட᾽ நிக῁ᾲசியா, தனி நிக῁ᾲசியா எᾹபᾐ அறிᾸᾐ, அதιகான கᾞᾷதாட᾿ 
ᾁறிக῀ இடΆெபற ேவᾶᾌΆ. 

ெதாைலᾰகா᾵சி ஊடகΆ ேபாᾹறவιறி᾿ கᾞᾷதாட᾿ நிகᾨΆெபாᾨᾐ, ெமாழிசாராᾰ ᾂᾠகᾦΆ 
ெமாழிசா᾽ ᾂᾠகᾦΆ இரᾶᾊᾹ அᾊᾺபைடயி᾿ அைமய ேவᾶᾌΆ. 

1. ᾙகபாவைனக῀, 2. ெசᾼைகக῀, 3. ஒᾺபைனக῀ ேபாᾹறவιறி᾿ ᾂᾌத᾿ கவனΆ ெசᾤᾷதினா᾿ 
கா᾵சி ஊடாகᾰ கᾞᾷதாட᾿ சிறᾺபாக அைமᾜΆ. ᾁறிᾺபாக, உட᾿சா᾽ ெமாழி மிக ᾙᾰகியΆ. 

ப᾿ᾥடக வழி பழᾸதமி῁ இலᾰகியᾱகைளᾰ கᾞᾷதாட᾿ ᾙைறயி᾿ அᾎᾁΆேபாᾐ பல சிᾰக᾿க῀ 
ஏιபᾌΆ. அᾲசிᾰக᾿கᾦᾰᾁᾷ தீ᾽ᾫ காᾶபதாக நΆ ᾙயιசிக῀ அைமய ேவᾶᾌΆ. 

ᾁறிᾺபாக, சᾱகᾷ தமிைழ இᾹைறய தமிழாக ெமாழி மாιறΆ ெசᾼய ேவᾶᾌΆ. நிக῁ᾷᾐநᾞᾰᾁΆ - 
ேக᾵பவᾞᾰᾁΆ சமகாலᾷ தᾹைம / ெதாட᾽ᾗ அைமய ேவᾶᾌΆ. 

ᾁᾠவ᾵ᾊ᾿ ப᾿ᾥடக இலᾰகியᾰ கᾞᾷதாட᾿ நிக῁ᾷᾐΆ ெபாᾨᾐ, கᾶᾎᾰᾁᾷ ெதாியாத மᾰக῀ 
பலைர அᾐ ெசᾹறைடயᾺ ேபாகிறᾐ எᾹற ேநாᾰகி᾿ தி᾵டமி᾵ᾌᾰ கᾞᾷதாட᾿ நிக῁ᾷத ேவᾶᾌΆ. 

ஆசிாிய᾽ இ᾿லாத வᾁᾺபைற அைமயலாΆ. மாணவ᾽கᾦᾰᾁ வினா நிர᾿ தᾸᾐ, கιற᾿ பணியிைன 
ேமΆபᾌᾷதலாΆ. அᾌᾷத நிைலயி᾿ இைணயவழி பழᾸதமி῁ இலᾰகியᾱகைள எῂவாᾠ கιகலாΆ, 
கιபிᾰகலாΆ என ᾙயιசி ெசᾼய ேவᾶᾌΆ. 

ப᾿ᾥடக வழி பழᾸதமி῁ இலᾰகியᾱகைளᾰ கιபிᾰᾁΆ ெபாᾨᾐ ஏιபᾌΆ சிᾰக᾿கைள அறிᾸதா᾿தாᾹ 
தீ᾽ᾫகᾦᾰᾁ நாΆ தி᾵டமிட ᾙᾊᾜΆ. 

பᾔவைல ஒᾢ வழியாகᾰ கιபிᾰᾁΆெபாᾨᾐ ஏιபᾌΆ சிᾰக᾿க῀ 

பᾔவைலᾰ கா᾵சி ஊடக வழி கιபிᾰᾁΆெபாᾨᾐ ஏιபᾌΆ சிᾰக᾿க῀ 

இலᾰகியᾱகைளᾰ ᾁᾠᾸதக᾵ᾊ᾿ பதிᾸᾐ கιபிᾰᾁΆெபாᾨᾐ எᾨΆ சிᾰக᾿க῀ இைணயவழி 
கιபிᾰᾁΆெபாᾨᾐ ஏιபᾌΆ சிᾰக᾿க῀ 

ேமιகᾶட ᾙைறகளி᾿ சிᾰக᾿க῀ இᾞᾺபைதᾰ கᾶடறிய ேவᾶᾌΆ. அதᾹ அᾊᾺபைடயி᾿ 
கᾞᾷதாட᾿ அைமᾸதா᾿, கιற᾿ சிறᾺபாக அைமᾜΆ. 

ᾁᾠவ᾵ᾊ᾿ ப᾿ᾥடகᾰ கᾞᾷதாட᾿ நிக῁ᾷᾐΆெபாᾨᾐ, கᾶᾎᾰᾁᾷ ெதாியாத ேநய᾽க῀ பலைர இᾐ 
ெசᾹறைடகிறᾐ எᾹற ேநாᾰகᾷேதாᾌ நΆ உைர அைமய ேவᾶᾌΆ. 

ஆசிாிய᾽ இ᾿லாத வᾁᾺபைறயி᾿ ᾁᾠவ᾵ᾊᾹ வழி மாணவ᾽க῀, இலᾰகியᾱகைள எῂவாᾠ 
கιᾠᾰெகா῀கிᾹறன᾽ என ஒᾞ வினா நிர᾿ உᾞவாᾰகி, அவ᾽கைளᾺ பதி᾿ அளிᾰகᾲ ெசᾼᾐ, 
கᾞᾷதாட᾿ ᾚலΆ கιபிᾰᾁΆ திறைன ேமΆபᾌᾷதலாΆ. 

தமிழ᾽க῀ ம᾵ᾌமி᾿லாம᾿, தமி῁ ேம᾿ ஆ᾽வᾙ῀ள பிற ெமாழியினᾞΆ பழᾸதமி῁ இலᾰகியᾱகைளᾰ 
கιᾠᾰெகா῀வதιᾁᾰ கணினி வழியி᾿ தமி῁ தயாராக இᾞᾰகிறᾐ. நாΆ தயாராக இᾞᾰகிேறாமா 
எᾹபேத ேக῀வி. 

ᾐைண நிᾹற ᾓ᾿க῀ᾐைண நிᾹற ᾓ᾿க῀ᾐைண நிᾹற ᾓ᾿க῀ᾐைண நிᾹற ᾓ᾿க῀ 

1. ெமாழிᾜΆ பிற ᾐைறகᾦΆ, அ.சᾶᾙகதாῄ, 2006 

2. ெமாழிᾜΆ அதிகாரᾙΆ, எ᾿.இராமᾚ᾽ᾷதி, 2005 
3. கᾞᾷதாட᾿ ஆᾼᾫ, ந.இளᾱேகா, 1996 
4. ெதா᾿காᾺபியΆ சᾱகᾷ தமி῁ ᾗதிய பா᾽ைவ, அᾶணாமைலᾺ ப᾿கைலᾰகழகΆ, 2006 
5. ெதா᾿காᾺபியΆ, ெசா᾿, தமிழᾶண᾿, 1996 
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தமி῁ விைன வᾊவᾱக῀தமி῁ விைன வᾊவᾱக῀தமி῁ விைன வᾊவᾱக῀தமி῁ விைன வᾊவᾱக῀: : : : கணினிகணினிகணினிகணினிᾺ பᾁᾺபாᾼᾫᾺ பᾁᾺபாᾼᾫᾺ பᾁᾺபாᾼᾫᾺ பᾁᾺபாᾼᾫ 

Computer Analysis of Tamil Verb Forms 

ᾙைனவ᾽ பᾙைனவ᾽ பᾙைனவ᾽ பᾙைனவ᾽ ப. . . . ேடவி᾵ பிரபாக᾽ேடவி᾵ பிரபாக᾽ேடவி᾵ பிரபாக᾽ேடவி᾵ பிரபாக᾽ 
இைணᾺ ேபராசிாிய᾽ - தமி῁ 

ெசᾹைனᾰ கிறிᾷதவᾰ க᾿ᾥாி, ெசᾹைன-600 059, இᾸதியா 
Email: tamilprofessor@gmail.com 

 

Abstract: The aim of computational morphology is to take a string of characters as input 

and deliver an analysis as output. The input string can be analyzed for underlying 

morphemes and syntactic interpretation. 

As the 'verb' is a dynamic part of a sentence, the present study focuses on both simple 

(finite and non-finite) and complex verb forms in Modern Tamil. Algorithms have been 

developed for analysis of all the verb forms, that can be adopted for various Tamil related 

NLP tasks. 

Seven rule sets are developed in the form of flow charts, which can analyze any verb form 

from right to left, to carve out morphemes and from what is left of the verb, reconstruct 

the verb root. This work also gives morpho- syntactic interpretation for the given 

structure. The details regarding data representation, methods and modules are given in 

the full paper. 

 

ெமாழியிᾹ பᾶᾗகைளᾰ கᾶடறிய கணினிையᾺ பயᾹபᾌᾷᾐΆ ேநாᾰகிᾤΆ கணினிᾰᾁ ெமாழி 
அறிைவᾺ ᾗக᾵ᾌΆ ேநாᾰகிᾤΆ ஆᾼᾫக῀ ேமιெகா῀ளᾺப᾵ᾌ வᾞகிᾹறன. இᾷதைகய ஆᾼᾫ 
'இயιைக ெமாழியாᾼᾫ' எனᾺபᾌகிறᾐ. கணினிᾰᾁᾲ ெசயιைக ᾒᾶணறிவாιறைல வழᾱᾁΆ 
ᾙயιசியிᾹ ஒᾞ பᾁதியாகᾫΆ இᾐ விளᾱᾁகிறᾐ. இதιᾁ, இயιைக ெமாழியிᾹ அைமᾺᾗ மιᾠΆ 
பயᾹபாᾌ பιறிய இலᾰகண நியதிகைள கணினியிᾹ ஏιᾗᾰᾁᾷதக விதிᾙைறயாᾰகமாக 
மாιறியைமᾰக ேவᾶᾌΆ. இதனா᾿, இயιைக ெமாழிகளிேலேய கணினிேயாᾌ உறவாடᾫΆ, 
ேதைவயான தகவ᾿கைளᾷ ேதைவயான வᾊவᾷதி᾿ ெபறᾫΆ வழி ஏιபᾌΆ; ெமாழி சா᾽Ᾰத ப᾿ேவᾠ 
பணிகᾦᾰᾁᾰ கணினிையᾷ ᾐைணயாகᾰ ெகா῀ளᾫΆ இயᾤΆ. 

இலᾰᾁΆஇலᾰᾁΆஇலᾰᾁΆஇலᾰᾁΆ    ேநாᾰᾁΆேநாᾰᾁΆேநாᾰᾁΆேநாᾰᾁΆ    

இᾰக᾵ᾌைர, தமிழி᾿ உ῀ள விைன வᾊவᾱகைளᾺ பᾁᾷᾐ, அவιறி᾿ உ῀ள விைனயᾊகைளᾜΆ, 
அவιேறாᾌ ஒ᾵ᾌᾙைறயி᾿ இைணᾜΆ ᾂᾠகைளᾜΆ அைடயாளΆ காண, கணினியிᾹ 
ஏιᾗᾷதᾹைமᾰᾁ இையᾸத வழிᾙைற வைரᾫகைள வழᾱᾁகிறᾐ. இதைனᾰ கா᾵சிᾺபᾌᾷதᾫΆ 
ᾙιபᾌகிறᾐ. திைண, பா᾿, எᾶ, இட இையᾗகைளᾺ ᾗலᾺபᾌᾷᾐΆ விᾁதிகைளᾷ தமி῁ 
விைனᾲெசாιக῀ ஏιபதா᾿, ெசாιெறாட᾽ பιறிய அைமᾺᾗ ஆᾼவிᾤΆ விைன வᾊவᾱக῀ ᾙᾰகியᾺ 
பᾱகாιᾠகிᾹறன. பி᾿ேமாாிᾹ ேவιᾠைம இலᾰகணᾰ ேகா᾵பா᾵ᾊ᾿,விைனᾜΆ விைனேயாᾌ 
ேவιᾠைம உறᾫ ெகாᾶᾌ῀ள ெபய᾽கᾦΆ ᾙதᾹைம உᾠᾺᾗகளாகᾰ ெகா῀ளᾺபᾌகிᾹறன. 
விைனᾲெசா᾿ இᾹறியைமயாத ெசா᾿ வைகயாக விளᾱᾁவேதாᾌ, ெசாιெறாட᾽ பᾁᾺபாᾼவிιᾁΆ 
அᾊᾺபைடயாக விளᾱᾁவதா᾿ விைன வᾊவᾱகைள ᾙதᾹைமᾺபᾌᾷதி இᾰக᾵ᾌைர அைமகிறᾐ. 
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இᾰக᾵ᾌைர, தιகாலᾷ தமிழி᾿ காணᾺபᾌΆ எ᾿லா வைகயான விைன வᾊவᾱகைளᾜΆ விவாிᾰகிறᾐ. 
வழᾰெகாழிᾸத வᾊவᾱக῀ தவி᾽ᾰகᾺப᾵ᾌ῀ளன. வᾶணைன ெமாழியியலாாிᾹ 
ெகா῀ைகையெயா᾵ᾊ, சᾸதிᾜΆ சாாிையᾜΆ ᾙைறேய இைடநிைலᾜடᾔΆ விᾁதிகᾦடᾔΆ இைணᾸத 
நிைலயி᾿ பᾁᾺᾗ ேமιெகா῀ளᾺபᾌகிறᾐ. வலமிᾞᾸᾐ இடமாக ெமாழிᾰᾂᾠகைளᾺ பᾁᾷᾐᾰ காᾎΆ 
வᾶணΆ வழிᾙைறகᾦΆ, எᾴசிய விைனᾺபᾁதியிᾢᾞᾸᾐ விைனயᾊயிைன ஆᾰகிᾰ ெகா῀ᾦΆ 
விதிᾷெதாᾁᾺᾗகᾦΆ உᾞவாᾰகᾺப᾵ᾌ῀ளன. பᾁᾺைப ம᾵ᾌேம இῂவாᾼᾫ இலᾰகாகᾰ ெகா῀கிறᾐ; 
ேதாιᾠவிᾺᾗᾰகான வழியைமᾺᾗக῀ உᾞவாᾰகᾺபடவி᾿ைல. 

ஆᾼᾫஆᾼᾫஆᾼᾫஆᾼᾫ    ᾙைறᾙைறᾙைறᾙைற    

இῂவாᾼவி᾿, விைனயᾊ, பாᾢட விᾁதிக῀, கால இைடநிைலக῀, எதி᾽மைற உᾞᾗக῀, எᾲச 
விᾁதிக῀, பிற ஒ᾵ᾌᾞᾗக῀ ஆகியன தனிᾷதனிᾺ ப᾵ᾊயலாᾰகிᾰ ெகா῀ளᾺப᾵ᾌ῀ளன. பᾁᾺபா᾿ 
பயனιற தனி, ேவᾠ, சாி, ெபாᾐ ஆகிய விைனகைளᾰ கணினி ᾙதᾢ᾿ ேதᾌΆ. எதி᾽மைற ஒ᾵ைட 
ஏιகாᾐ விைனᾙιᾠ வᾊவி᾿ வᾞΆ உᾶᾌ, அ᾿ல, இ᾿ைல ᾙதᾢய விைனக῀ 
தனிᾺப᾵ᾊயலாᾰகᾺப᾵ᾌ῀ளன. அ᾿, உ῀, இ᾿, உைட, உாி ᾙதᾢய விைனக῀ ெபாᾐᾺப᾵ᾊயᾢᾤΆ 
ேச᾽ᾰகᾺப᾵ᾌ῀ளன. ᾁைற விைனயᾊக῀ ᾁறிᾺபி᾵ட பாᾢட விᾁதிகைள ம᾵ᾌΆ ஏιபதா᾿, 
ᾁறிᾺபி᾵ட பாᾢட விᾁதிக῀ கᾶடறியᾺபᾌΆேபாᾐ ம᾵ᾌΆ ᾁைற விைனயᾊᾺ ப᾵ᾊய᾿ 
ேநாᾰகᾺபᾌகிறᾐ. 

தனிவிைனᾺதனிவிைனᾺதனிவிைனᾺதனிவிைனᾺ    பᾁᾺᾗபᾁᾺᾗபᾁᾺᾗபᾁᾺᾗ    

தனி விைன வᾊவᾱகளிᾹ ᾙதιபᾁதி விைனயᾊயாக அைமகிறᾐ. விᾁதி எᾐᾫΆ ெபறாத நிைலயி᾿ 
இᾐ ஏவ᾿ விைன எனᾺபᾌகிறᾐ. விைனயைமᾺபி᾿ ᾚᾹᾠ பᾁதிக῀ இடΆ ெபιறிᾞᾸதா᾿, ᾙதιபᾁதி 
விைனயᾊயாகᾫΆ நᾌᾺபᾁதி கால இைடநிைலகைளேயா எதி᾽மைற 

உᾞᾗகைளேயா ெகாᾶᾊᾞᾰகிறᾐ. இᾠதிᾺ பᾁதியி᾿ பாᾢட விᾁதிகேளா, எᾲசΆ, ᾙιᾠ, எதி᾽மைற, 
ெதாழிιெபய᾽ ஆகியவιைற உண᾽ᾷᾐΆ விᾁதிகேளா அைமகிᾹறன. 

வலமிᾞᾸᾐ இடமாகᾺ பᾁᾷᾐᾰ ெகா῀ளᾺபᾌΆ இῂவாᾼவி᾿, பாᾢட விᾁதிக῀ தவி᾽ᾷத பிற விᾁதிக῀ 
ᾙதᾢᾤΆ அᾌᾷᾐ பாᾢட விᾁதிகᾦΆ, அதைனᾷ ெதாட᾽Ᾰᾐ க᾵ᾌᾶட மாιᾠᾺெபய᾽ வᾊவᾱகᾦΆ 
ெதாᾁᾷᾐᾰ ெகா῀ளᾺபᾌகிᾹறன. 

விᾁதிக῀, ஒ᾵ᾌக῀ பᾊᾺபᾊயாகᾺ பᾁᾰகᾺப᾵ᾌ எᾴசிய விைனᾺ பᾁதியிᾢᾞᾸᾐ விதிக῀ ᾚலΆ 
விைனயᾊ ெபறᾺப᾵ᾌ, விைனᾺப᾵ᾊயᾢ᾿ ஒᾺᾗ ேநாᾰகᾺபᾌகிறᾐ. ᾙைற சாரா விைனயᾊகᾦΆ 
விதிகளிᾹ ᾚலேம ெபறᾺபᾌகிᾹறன. 

விைனயᾊகைளᾺ ெபற உதᾫΆ ஏᾨ விதிᾷெதாᾁᾺᾗக῀ இῂவாᾼவி᾿ உᾞவாᾰகᾺப᾵ᾌ῀ளன. 
பᾁᾰகᾺபᾌΆ ஒ᾵ᾌ அ᾿லᾐ விᾁதிᾰேகιப இῂ விதிᾷெதாᾁᾺᾗகளி᾿ ஒᾹᾠ ெசய᾿பᾌΆ. 
விைனயᾊᾜΆ பᾁᾰகᾺப᾵ட ஒ᾵ᾌ அ᾿லᾐ விᾁதிᾜΆ ெகாᾶᾌ῀ள அைமᾺைபெயா᾵ᾊ, அதιᾁ 
இலᾰகண வைரᾫ வழᾱகᾺபᾌகிறᾐ. ஒᾹᾠᾰᾁ ேமιப᾵ட இலᾰகண வைரᾫகᾦᾰᾁ இடமளிᾰᾁΆ 
ஒᾷத அைமᾺᾗகᾦᾰᾁᾷ ெதாடாிய᾿ அᾊᾺபைடயி᾿ தீ᾽ᾫ காணᾺப᾵ᾌ῀ளᾐ. 

விைனவிைனவிைனவிைன    வᾊவᾱகளிᾹவᾊவᾱகளிᾹவᾊவᾱகளிᾹவᾊவᾱகளிᾹ    அைமᾺᾗΆஅைமᾺᾗΆஅைமᾺᾗΆஅைமᾺᾗΆ    இலᾰகணஇலᾰகணஇலᾰகணஇலᾰகண    வைரயைறᾜΆவைரயைறᾜΆவைரயைறᾜΆவைரயைறᾜΆ    

''''ØØØØ' ' ' ' இᾠதிஇᾠதிஇᾠதிஇᾠதி 

 விைனயᾊ + Ø     ஏவ᾿ 

''''அஅஅஅ' ' ' ' இᾠதிஇᾠதிஇᾠதிஇᾠதி 

 விைனயᾊ + அ     ெசயெவᾹ எᾲசΆ 
 விைனயᾊ + இறᾺ. உᾞᾗ+அ   இறᾸதகாலᾺ ெபயெரᾲசΆ  
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 விைனயᾊ + நிக῁. உᾞᾗ+அ   நிக῁காலᾺ ெபயெரᾲசΆ 
 விைனயᾊ + எதி᾽. உᾞᾗ+அ   எதி᾽மைறᾺ ெபயெரᾲசΆ 
 விைனயᾊ + க/ᾰக    வியᾱேகா῀ 

''''ஆஆஆஆ' ' ' ' இᾠதிஇᾠதிஇᾠதிஇᾠதி 

 விைனயᾊ + ஆ     ஈᾠெக᾵ட எதி᾽மைறᾺ    
       ெபயெரᾲசΆ/பலவிᾹ விைனᾙιᾠ 

''''இஇஇஇ' ' ' ' இᾠதிஇᾠதிஇᾠதிஇᾠதி         

 விைனயᾊ + இ     விைனெயᾲசΆ 

''''உஉஉஉ' ' ' ' இᾠதிஇᾠதிஇᾠதிஇᾠதி 

 விைனயᾊ + இறᾺ. உᾞᾗ+உ   விைனெயᾲசΆ 
 விைனயᾊ + ஆᾷ+அᾐ    எதி᾽மைறᾷ ெதாழிιெபய᾽/ 
       எதி᾽மைற வி.அ ெபய᾽  
 விைனயᾊ + ஆ+ᾐ    எதி᾽மைற விைனெயᾲசΆ / 
       ஒᾹறᾹபா᾿ எதி᾽மைற வி.ᾙ 

''''ஐஐஐஐ' ' ' ' இᾠதிஇᾠதிஇᾠதிஇᾠதி 

    விைனயᾊ + இறᾺ. உᾞᾗ+அைம  ெதாழிιெபய᾽ (வᾸதைம) 
 விைனயᾊ + நிக῁. உᾞᾗ+அைம   ெதாழிιெபய᾽ (வᾞகிᾹறைம) 
 விைனயᾊ + இறᾺ. உᾞᾗ+அைம  எதி᾽மைறᾷ ெதாழிιெபய᾽   
       (வராதைம) 

''''ΆΆΆΆ' ' ' ' இᾠதிஇᾠதிஇᾠதிஇᾠதி 

 விைனயᾊ + Ά     ஏவ᾿(மாியாைத ஒᾞைம)/ 
       எதி᾽கால விைனᾙιᾠ/    
       எதி᾽காலᾺெபயெரᾲசΆ 
 விைனயᾊ + உΆ    ஏவ᾿(மாியாைத ஒᾞைம/பᾹைம) 
 வா/தா +உΆ     ஏவ᾿(மாியாைத ஒᾞைம/பᾹைம) 
 விைனயᾊ + அᾫΆ    ெபாᾐ ஏவ᾿/ எᾲசΆ 
    விைனயᾊ + (ᾰ)ᾁΆ                எதி᾽கால விைனᾙιᾠ/    
       எதி᾽காலᾺெபயெரᾲசΆ 
 விைனயᾊ + அ᾵ᾌΆ    விைனᾙιᾠ(இைசᾫ) 
 விைனயᾊ + ஆᾷ +ஏᾜΆ    எதி᾽மைற ஏவ᾿ 
 விைனயᾊ + இறᾺ. உᾞᾗ+அᾐΆ  விைனᾙιᾠ(ெதாட᾽ நிக῁ᾫ) 
 விைனயᾊ + அலாΆ    விைனᾙιᾠ(சாᾷதியΆ) 

''''ᾼᾼᾼᾼ' ' ' ' இᾠதிஇᾠதிஇᾠதிஇᾠதி 

    ஆ/ேபா +ᾼ      விைனெயᾲசΆ 

''''᾿̓̓̓' ' ' ' இᾠதிஇᾠதிஇᾠதிஇᾠதி 

    விைனயᾊ + இறᾺ. உᾞᾗ+ஆ᾿   நிபᾸதைன எᾲசΆ  

 விைனயᾊ + ஆ+ம᾿     எதி᾽மைற விைனெயᾲசΆ  

 விைனயᾊ + -(ᾰ)ைகயி᾿    உடᾹ நிக῁ᾫ எᾲசΆ 
 விைனயᾊ + -அ᾿/ (ᾷ)த᾿    ெதாழிιெபய᾽ 
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''''῀͂͂͂' ' ' ' இᾠதிஇᾠதிஇᾠதிஇᾠதி 

 விைனயᾊ + -(உ)ᾱக῀    ஏவ᾿(மாியாைத ஒᾞைம/பᾹைம) 

பாᾢட விᾁதிகᾦΆ க᾵ᾌᾶட மாιᾠᾺெபய᾽கᾦΆ இᾠதியி᾿ அைமத᾿பாᾢட விᾁதிகᾦΆ க᾵ᾌᾶட மாιᾠᾺெபய᾽கᾦΆ இᾠதியி᾿ அைமத᾿பாᾢட விᾁதிகᾦΆ க᾵ᾌᾶட மாιᾠᾺெபய᾽கᾦΆ இᾠதியி᾿ அைமத᾿பாᾢட விᾁதிகᾦΆ க᾵ᾌᾶட மாιᾠᾺெபய᾽கᾦΆ இᾠதியி᾿ அைமத᾿ 

விைனயᾊ + இறᾺ. உᾞᾗ+பாᾢடவிᾁதி  இறᾸதகால விைனᾙιᾠ  

விைனயᾊ + நிக῁. உᾞᾗ+ பாᾢடவிᾁதி  நிக῁கால விைனᾙιᾠ 
விைனயᾊ + எதி᾽. உᾞᾗ+ பாᾢடவிᾁதி  எதி᾽கால விைனᾙιᾠ 
     (உய᾽திைண) 
விைனயᾊ + பாᾢடவிᾁதி (உய᾽திைண)  எதி᾽மைற விைனᾙιᾠ  
விைனயᾊ + ஆᾷ+ பாᾢடவிᾁதி(ஆᾼ ஒழிᾸத..ᾙ.வி)எதி᾽மைற ஏவ᾿ 
விைனயᾊ + காலஉᾞᾗ+அவᾹ/அவ῀/அவ᾽/அைவ விைனயாலைணᾜΆ ெபய᾽ 
விைனயᾊ + ஆᾷ+அவᾹ/அவ῀/அவ᾽/அைவ   விைனயாலைணᾜΆ ெபய᾽ 
        (எதி᾽மைற) 

ᾂ᾵ᾌவிைனᾺᾂ᾵ᾌவிைனᾺᾂ᾵ᾌவிைனᾺᾂ᾵ᾌவிைனᾺ    பᾁᾺᾗபᾁᾺᾗபᾁᾺᾗபᾁᾺᾗ    

கணினிய ேநாᾰகி᾿ ᾐைணவிைனகளிᾹ ப᾵ᾊய᾿ சிறியதாக அைமவதா᾿, ஒῂெவாᾞ 
ᾐைணவிைனையᾜΆ எᾌᾷᾐᾰெகாᾶᾌ அதᾹ வᾞைக, ஏιᾁΆ அலᾁக῀, க᾵ᾌᾺபாᾌக῀ ᾙதᾢய 
ᾁறிᾺᾗகைளᾰெகாᾶட விவரᾷெதாᾁᾺᾗ உᾞவாᾰகᾺப᾵ᾌ῀ளᾐ. கலᾺᾗ விைனயᾊக῀ ேநரᾊயாக 
விைனᾺப᾵ᾊயᾢ᾿ ேச᾽ᾰகᾺப᾵ᾌ῀ளன. 

ᾂ᾵ᾌவிைன அைமᾺபி᾿ வலᾺᾗறᾷதி᾿ அைமᾸᾐ῀ள விைன ᾙத᾿ விைனயாகᾰ ெகா῀ளᾺபᾌகிறᾐ. 
தனிவிைனᾺ பᾁᾺபிιகான விதிᾷெதாᾁᾺᾗகைளᾺ பயᾹபᾌᾷதி ᾙத᾿ விைனையᾺ பᾁᾰக இயᾤΆ. 
ᾙத᾿ விைன பᾁᾷᾐᾰெகா῀ளᾺப᾵ட பிᾹᾗ, விைனகᾦᾰகிைடேய அைமᾜΆ ஒιᾠ, உடΆபᾌெமᾼ, 
இைடᾲெசாιக῀ ஆகியவιைறᾺ பᾁᾷᾐᾰ ெகாᾶᾌ, அᾌᾷதᾌᾷத விைனகைள கᾶடறிᾜΆ ெபாᾐ 
வழியைமᾺᾗΆ உᾞவாᾰகᾺப᾵ᾌ῀ளᾐ. விைனக῀ இைடெவளியிᾹறி அைமᾸதிᾞᾰகᾰ ᾂᾌΆ 
இᾸநிைலயி᾿, எᾴசிய விைனᾺ பᾁதியிᾢᾞᾸᾐ ஒῂெவாᾞ எᾨᾷதாக எᾌᾷᾐᾰெகாᾶᾌ 
விைனᾺப᾵ᾊயᾢ᾿ ேதட ேவᾶᾌΆ. ஓெரᾨᾷᾐ விைனயாக இᾞᾺபிᾹ அᾐ ெநᾊலாகேவ அைமகிறᾐ. 
ஒᾹறிᾢᾞᾸᾐ நாᾹெகᾨᾷைத ேம᾿ எ᾿ைலயாகᾰ ெகாᾶேட தமிழி᾿ விைனᾲ ெசாιக῀ 
அைமகிᾹறன. அ, ஆ, இ, ஈ, உ, ஐ, ஓ, ᾶ, ᾼ, ᾽, ᾿, ῀, ῁ ஆகிய எᾨᾷᾐகைளேய தமி῁ விைனயᾊக῀ 
இᾠதியாகᾰ ெகா῀கிᾹறன. இᾸநிைலயி᾿ ம᾵ᾌΆ ேநரᾊயாக விைனᾺப᾵ᾊயᾢ᾿ ேதட ேவᾶᾌΆ.பிற 
ஈᾠகைளᾰ ெகாᾶᾊᾞᾺபிᾹ ெபாᾞᾷதமான விதிᾷெதாᾁᾺைபᾺ பயᾹபᾌᾷதி தமிழி᾿ விைனயᾊையᾰ 
காண ேவᾶᾌΆ. அைச அைமᾺைபᾰ ெகாᾶᾌΆ பᾊᾺபᾊயாக விைனயᾊகைளᾺ பிாிᾷெதᾌᾰᾁΆ 
வழிᾙைறகᾦΆ ேமιெகா῀ளᾺப᾵ᾌ῀ளன. 
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Abstract: Languages work as an integrated and interconnected system. Basically it 

connects the world with the human brain. The conceptualization of the world by 

perception and naming results in building the basic units of language, the words. This 

becomes the input into the brain from which the output of communication is made. 

Human beings more or less look at the world with similar experience and make 

abstractions about the world by conceptualization so that it is possible for them to 

exchange their ideas without difficulty. Language works at different levels between 

sounds, words and sentences. As sounds do not have meaning on its own human beings 

depend on words as basic units of communication. We visualize, conceptualize and name 

things based on our conceptual percepts. While doing so we make classifications of the 

objects of the world depending on their physical and telic properties. The psychology 

behind the abstraction leads to typology which in turn turned into ontology. That is the 

reason the base of WordNet’s is ontology.  

WordNet is a nonlinear lexical structure based on semantic features of individual words. It allows 

linking one word to another in a more meaningful way than in a conventional dictionary or 

thesaurus, since every word shares one or more of semantic features with the other in a language.  

The primary use of wordNet is making use of it as a multilingual information accessing system 

through lexical items. The WordNet by its nature turns to be an ideal lexical accessing system as it 

links concepts with another concept by multifarious meaning relations. The wordNet is a lexical 

data base which has many practical utilities. One of them is to use of wordNet for translation. 

WordNet not only links one concept with another concept through semantic relations, but also 

captures the contextual meaning variations of a particular word i.e. the polysemy of a word. The 

wordNet has amble scope to link meaning with a context there by capturing the different 

meanings of a word contextually.  

Development of Dravidian WordNet is an on-going project activity shared by Tamil University at 

Thanjavur, Amrita Vishwa Vidyapeetham at Coimbatore, and Dravidian University at Kuppam. 

The main objectives of the project are: 

• Developing an extensive and high quality multilingual semantic lexical database for 
Dravidian languages 

• Developing language-independent set of semantic concepts linking the language networks 
together  

• Standardizing semantic classification of information for all Dravidian languages and 
providing resources for development of applications  

International Status 

WordNet was originally conceived and developed as a lexical database for English on the basis of 

psycholinguistic properties. The major lexical categories like nouns, verbs, adjective and adverbs are 
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organized in terms of sets of synonyms (synsets), each representing a lexical concept. A synset is a set 

of synonyms (word forms that have to the same or similar meaning) and two words are said to be 

synonymous if their mutual substitution does not alter the truth-value of a given sentence in which 

they occur, in a given context. For example, {car; auto; automobile; machine; motorcar} form a synset 

because they can be used to refer to the same concept. These synsets are interconnected by certain 

relations - lexical relations such as synonymy, antonymy, and semantic relations such as hyponymy 

(between specific and more general concepts) and meronymy (between parts and wholes).  

The success of the English WordNet has paved way for the emergence of several projects with the aim 

of constructing WordNets in various languages and developing multilingual WordNets. 

EuroWordNet, a conglomeration of WordNets in European languages is an important project that has 

come up with a multilingual WordNet. 

Dravidian WordNet 

Dravidian WordNet is a natural chunk in the Indo-WordNet. It is only ideal that we should have 

Dravidian WordNet before we develop a larger Indo-WordNet, because the genetic relationship 

among the Dravidian languages can be maximally exploited in a more natural way. It allows, for 

example, a search tool to infer other terms, from the terms provided by the user and coming up with 

the most optimal search for retrieving information. 

Among Indian languages, Dravidian languages such as Tamil, Telugu, Kannada and Malayalam share 

a number of lexicalized concepts in terms of morphology and semantics besides others as in 

typological and culture-specific features. Building a common WordNet for this family of languages 

makes it easier the task of developing an IndoWordNet. 

The WordNet is a natural answer in machine translation systems. It has the potential to interpret 

source language words and come up with lexical equivalents in the target language in a more natural 

way as a bilingual does. This is particularly useful for users working in a second language who may 

not have appropriate knowledge of vocabulary. The network will also be used as a basic resource for 

supporting other applications. The semantic knowledge embodied in the network makes it suitable as 

a component in expert systems, question-answer systems, language learning systems and automatic 

summarizers. Dravidian WordNet with explicitly stated semantic features will become an essential 

lexical resource to be used in all practical NLP applications. It will give a boost for NLP research in 

India.  

The resources produced by Dravidian WordNet will have a wide range of users who are interested in 

language learning, language generation, machine aided translation, language understanding, 

information retrieval, electronic publishing and the production of WordNets in other languages. The 

end users of the resources will be all those people who utilize the applications that incorporate 

Dravidian WordNet resources. 

Design and Implementation 

The design and implementaion of the Dravidian WordNet will be based on EuroWordNet as 

explained by Pike Vossen (1998). Designing and implementation of word net are the two major tasks 

assigned to computer scientists. To achieve them they have to work in collaboration with 

lexicographers and linguists. Once the lexicographers complete their work of collecting the data 

required for building the word net, the job will be handed over to computer scientists. The semantic 
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information collected on lexical items from the basic building blocks for the computer scientist to 

construct word net. As the words and meanings are related to one another and mapped as such in 

word net, it is but natural that the word net gives the impression of an on-line thesaurus. The word 

net automatically inherits the all the powers of a thesaurus. It also resembles an on-line dictionary as it 

provides meanings for lexical items. Being superior to these two tools, word net provides much more 

information that has been loaded in an on-line thesaurus as well as in an on-line dictionary.  

Design of Individual WordNets 

The task of developing the on-line database of a language can be conveniently divided into two 

interdependent tasks (Beckwith, Miller and Tengi, 1993). These tasks bear a vague similarity to the 

traditional tasks of writing and printing a dictionary: 

• To write the source files that contain the basic lexical data - the contents of those files are the 

lexical substance of WordNet.  

• To create a set of computer programs that would accept the source files and do all the work 

leading ultimately to the generation of a display for the user.   

In line with English WordNet, the WordNet system can be divided into four parts based on the 

specific tasks assigned to them:  

• Lexical resource system 

• Compiler system 

• Storage system 

• Retrieval system 

Expand/Merge approach 

The WordNet database will be built (as much as possible) from available existing resources and 

databases with semantic information developed in various projects. This will be not only more cost-

effective given the limited time and budget of the project, but also will make it possible to combine 

information from independently created WordNets. Two models will be involved in the built up. 

Merge Model: the selection will be done in a local resource and the synsets and their language-

internal relations will be first developed separately, after which the equivalence relations to Tamil 

WordNet will be generated. 

Expand Model: the selection will be done in Tamil WordNet and the Tamil WordNet synsets will be 

translated (using bilingual dictionaries) into equivalent synsets in the other language. The WordNet 

relations will be later on adopted across languages. 

The Merge Model will result in a WordNet that will be independent of Tamil WordNet, possibly 

maintaining the language-specific properties. The Expand model will result in a WordNet that is very 

close to Tamil WordNet but which is also biased by it. What approach should be followed also 

depends on the quality of the available resources. 

After the first production phase the results will be converted to the Dravidian WordNet import format 

and loaded into the common database. At that point, various consistency checks will be carried out, 

both formally and conceptually. By using the specific options in the database, it is then possible to 

further inspect and compare the data, to restructure relations where necessary and to measure the 
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overlap in the fragments developed at the separate sites. 

Design of the multilingual database 

The design of the Dravidian WordNet-database will be first of all based on the ontological structure of 

Tamil WordNet which in turn is based on a thesaurus for Tamil prepared by Rajendran (2001). Tamil 

wordNet relies on extensive preliminary investigations of the vocabulary of Tamil (Rajendran, 1976-

2003) based on the componential analysis of meaning (Nida, 1975a & 1975b) and structural semantics 

(Lyons, 1977). Portions of this work have been compiled into a Tamil thesaurus (Rajendran, 2001). The 

Tamil thesaurus in electronic form represents the Ontological Structure of Tamil (shortly OST) 

vocabulary giving scope to take care of any kind of semantic/lexical relations that hold between 

lexical items. 

The notion of a synset and the main semantic relations will be taken over in Dravidian WordNet. 

However, some specific changes will be made to the design of the database, which are mainly 

motivated by the following objectives: 

•  to create a multilingual database; 

•  to maintain language-specific relations in the WordNets; 

•  to achieve maximal compatibility across the different resources; 

•  to build the WordNets relatively independently (re)-using existing resources; 

The most important difference of Dravidian WordNet with respect to a language specific WordNet is 

its multilinguality, which however also raises some fundamental questions with respect to the status 

of the monolingual information in the WordNets. In principle, multilinguality will be achieved by 

adding an equivalence relation for each synset in a language to the closest synset in Tamil WordNet. 

Synsets linked to the same Tamil WordNet synset will be supposed to be equivalent or close in 

meaning and can then be compared. However, we have to take into consideration the differences 

across the WordNets. If ‘equivalent’ words are related in different ways in the different resources, we 

have to make a decision about the legitimacy of these differences.  

In Dravidian WordNet, we will take the position that it must be possible to reflect such differences in 

lexical semantic relations. The WordNets are seen as linguistic ontologies rather than ontologies for 

making inferences only. In an inference-based ontology it may be the case that a particular level or 

structuring is required to achieve a better control or performance, or a more compact and coherent 

structure. For this purpose it may be necessary to introduce artificial levels for concepts which are not 

lexicalized in a language or it may be necessary to neglect levels that are lexicalized but not relevant 

for the purpose of the ontology. A linguistic ontology, on the other hand, exactly reflects the 

lexicalization and the relations between the words in a language. It is a "WordNet" in the true sense of 

the word and therefore captures valuable information about conceptualizations that are lexicalized in 

a language: what is the available fund of words and expressions in a language. In addition to the 

theoretical motivation there is also a practical motivation for considering the WordNets as 

autonomous networks. To be more cost-effective, they will be derived (as far as possible) from existing 

resources, databases and tools. Each sites therefore will have different starting points for building 

their local WordNet, making it necessary to allow for a maximum of flexibility in producing the 

WordNets and structures.  
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The Database Modules 

To be able to maintain the language-specific structures and to allow for the separate development of 
independent resources, we will make a distinction between the language-specific modules and a 
separate language-independent module. Each language module represents an autonomous and 
unique language-specific system of language-internal relations between synsets. Equivalence relations 
between the synsets in different languages and Tamil WordNet will be made explicit in the so-called 
Inter-Lingual-Index (ILI). Each synset in the monolingual WordNets will have at least one equivalence 
relation with a record in this ILI, either directly or indirectly via other related synsets. Language-
specific synsets linked to the same ILI-record should thus be equivalent across the languages. 

The ILI will be an unstructured list of meanings, mainly taken from Tamil WordNet, where each ILI-
record consists of a synset, an Tamil gloss specifying the meaning and a reference to its source. The 
only purpose of the ILI is to mediate between the synsets of the language-specific WordNets. No 
relations are therefore maintained between the ILI-records as such. The development of a complete 
language-neutral ontology is considered to be too complex and time-consuming given the limitations 
of the project. As an unstructured list, there is no need to discuss changes or updates to the index from 
a many-to-many perspective. Note that it will nevertheless be possible to indirectly see a structuring 
of a set of ILI-records by viewing the language-internal relations of the language-specific concepts that 
are related to the set of ILI-records. Since Dravidian WordNet will be linked to the index in the same 
way as any of the other WordNets, it is still possible to recover the original internal organization of the 
synsets in terms of the semantic relations in WordNet. Once the WordNets are properly linked to the 
ILI, the Tamil WordNet database will make it possible to compare WordNet fragments via ILI and to 
track down differences in lexicalization and in the language-internal relations. In this view, the ILI-
records will be represented by a Tamil gloss. Below a synset-ILI pair, the language-internal relations 
can be expanded, as is done for the hyperonyms. The target of each relation will again be represented 
as a synset with the nearest ILI-equivalent (if present).  

Conclusion 

The theme of lexical semantics, computational lexicography, and computational semantics are altering 
rapidly. The availability of machine-readable resources and newly developed tools for analyzing and 
manipulating lexical entries make it possible to build a massive word net for a language. In present 
state of affairs it is quite feasible to build Dravidian WordNet. Building of a word net for Dravidian 
languages is an immediate requirement in the context of information technology equipped with 
internet in which the web sites in Dravidian languages are getting added up day by day.  
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Abstract: This paper presents an unsupervised learning of Tamil morphology from 

untagged text corpus. An unsupervised approach to the segmentation of morphemes is 

attractive for highly inflective languages. Morpheme segmentation is the task of 

segmenting a word into morphemes such as prefixes, stems and suffixes. The 

unsupervised learning approach requires no or minimal linguistic knowledge. Many such 

algorithms have been applied and tested on English, Finnish, Turkish and other European 

languages. This is the first such kind of work being carried out for Tamil. The objective of 

this work is not the realisation of a complete morphological analysis, but the production 

of the list of morphemes for the language. This paper discusses about Letter Successor 

Varieties, N-gram based approach for morpheme identification and the application of an 

iterative process for the segmentation. This method is trained on a list of words collected 

from the CIIL Tamil corpus.  

Keywords: Unsupervised morpheme segmentation, Tamil morphology, machine learning 

Introduction 

Word segmentation is an important problem in many natural language processing tasks such as 

speech recognition where there is no explicit word boundary information within a continuous speech 

utterance, or in interpreting written languages such as Chinese, Japanese and Thai where words are 

not delimited by space. In other languages, words are a combination of smaller meaning bearing units 

referred to as morphemes. The act of separating a word into its morphemes is called morphological 

analysis and/or morpheme segmentation. The morpheme segmentation algorithm attempts to find 

morpheme boundaries within word forms. The identified morphemes can be used to produce 

clustering of word forms of the same lemma with a quite high precision. These morphemes are 

classified into prefixes, stems and suffixes. Morphemes are used to identify words, which are 

semantically similar, and improve the performance of the systems in document retrieval and speech 

recognition. Commonly, algorithms designed for word segmentation utilize very little prior 

knowledge or assumptions about the syntax of the language. Instead prior knowledge about typical 

word length may be applied, and small seed lexicons are sometimes used for bootstrapping. The 

segmentation algorithms try to identify character sequences that are likely words, without the context 

of the words. Several approaches, based on machine learning, aiming at word segmentation and 

morphology have been published recently.  

Machine Learning  

NLP applications typically rely on large databases of linguistic knowledge. The manual design of such 

resources is labor-intensive and requires considerable effort by linguistic experts. To reduce the 

amount of manual work, machine learning can be utilized. Machine learning is the capability of a 

computer to learn from experience (training data) and to extract knowledge from examples. A 
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successful learner should be able to make general conclusions about the data it is trained on. This 

allows it to act appropriately in new situations. There are three major types of machine learning: 

supervised, unsupervised and reinforcement learning. In supervised learning, there is a “teacher” that 

provides the learner with a set of input-output pairs. In unsupervised learning, there is no teacher, 

providing desired answers, but since the data are not entirely random, there are statistical regularities 

that can be captured and that can be applied in new cases. Reinforcement learning corresponds to 

something between supervised and unsupervised approaches. It differs from supervised learning in 

the sense that explicit input-output pairs are not available. An agent explores environment and is able 

to take actions. Depending on the outcome of the series of actions taken, the agent is rewarded or 

penalized (Mathias Cruetz, 2007). 

Researchers in the area of data compression, dictionary construction, and information retrieval have 

all contributed to the literature on automatic morphological analysis. Work in automatic 

morphological analysis can be divided into four major approaches (John Goldsmith, 2001). The first 

approach proposes to identify morpheme boundaries first, and thus indirectly to identify morphemes 

on the basis of the degree of predictability of the n+1 st letter given the first n letters. This was first 

proposed by Zellig Harris (1951) and further developed by Hafer and Weiss (1974). The second 

approach seeks to identify bigrams(and trigrams) that have high likelihood of being morpheme 

internal. The third approach focuses on the discovery of patterns of phonological relationships 

between pairs of related words. The fourth approach is top-down and seeks an analysis that is 

globally most concise (i.e MDL , Minimum Description Length approach). 

Unsupervised learning of morphology aims to model one or more of three properties of written 

morphology: segmentation, clustering around a common stem, and generation of new word forms 

with productive affixes (Taesun Moon, 2009). For unsupervised learning algorithm, the sole input is 

the corpus, but no dictionary and no morphological rules are needed. The goal of the algorithm is to 

provide the correct analysis of words into component pieces. Recently, a number of approaches to 

unsupervised morphological segmentation have been proposed for English and other European 

languages.  

In this paper we have tried morpheme segmentation using Letter Successor Variety on N-grams of 

words and two iterative approaches for segmentation.  

Letter Successor Variety (LSV) 

The idea of LSV is to count the amount of different letters encountered after (or before) a part of a 

word and to compare it to the counts before and after that position. Morpheme boundaries are likely 

to occur at sudden peaks or increase of that value (Harris 1955). When the successor varieties for a 

given word have been derived, the information is used to segment the word. Hafer and Weiss (1974) 

discuss four methods of performing this: 

1. The cutoff method – in which a threshold is selected for boundary detection 

2. Peak and plateau method-in which a segment break is made after a character whose successor 

variety exceeds that of its neighbors.  

3. Complete word method – in which a break is made after a segment if the segment is a complete 

word. 

4. Entropy method – based on the entropy value calculated for each letter in the word. 
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Our algorithm is based on the peak and plateau model. If Sn is the successor count of n th character in 

a word, a word is segmented if Sn forms a local peak or a plateau of the count vector.  

Successive Split Method  

Tamil morphology is concatenative and agglutinative in nature. By analysing the corpus we can see 

that if one word is a substring of another word they are morphologically related. The words in the 

corpus are collected and ordered first. The morphologically related words appear adjacent to each 

other. This list is processed by the algorithm in a recursive manner. Initially all the words are treated 

as stems.  

In the first pass, these stems are split into new stems and suffixes based on the similarity of the 

characters. They are split at the position where the two words differ. The right substring is stored in a 

suffix list and the left substring is kept as a stem. In the second pass, the same procedure is followed, 

and the suffixes are stored in a separate suffix list. We tested our algorithm using four iterations. For 

this algorithm we represent all words in vowel and consonant form.  

In another variant of this method, we use some seed words. For the given seed word, first we collect 

all the suffixes and store them in a suffix file. Then, for each suffix of the file, we collect the stems 

which have these suffixes, in a new stem file. We use a threshold value for the minimum length of the 

stem as 2. In this way, both the suffix and stem files are augmented iteratively. During this process we 

mark the words which are used from the corpus. This process is stopped when there are no new stems 

are collected. After completing this process, the words which are unmarked are also added to the stem 

file. These unmarked words represent function words or uninflected word forms.  

Conclusion 

In this paper we have discussed unsupervised machine learning approaches for Tamil morpheme 

segmentation. These methods are based on the existing approaches which are tested on English and 

European languages by various researchers. Our objective of this work is to study the performance of 

these methods on Tamil corpus. The results are encouraging and the performances are comparable 

with that of the rule based approaches.  
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ᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைர    

பிᾹனாளி᾿ இடΆ சாரா இலᾰகணΆ (context-free grammar) எᾹᾠ அறியᾺப᾵ட ᾙைறைய ேநாΆ 
சாΆᾆᾰகி 1956-᾿ ெசாιெறாட᾽ அைமᾺᾗ இலᾰகணΆ (phrase structure grammar) எᾹற ெபயாி᾿ இய᾿ 
ெமாழிகளிᾹ இலᾰகணᾱகைளᾰ ᾁறிᾰᾁΆ ேநாᾰகி᾿ அறிᾙகΆ ெசᾼதா᾽. ᾆᾞᾱᾁறிᾷெதாட᾽கைளᾰ 
ெகாᾶᾌ இயιறᾺபᾌΆ சீᾞιற இலᾰகணᾱகைளᾰ (regular grammars) கா᾵ᾊᾤΆ இடΆ சாரா 
இலᾰகணᾱக῀ பக᾽திறᾹ மிᾁதியாகᾰ ெகாᾶடைவ எᾹᾠ அவ᾽ நிᾠவினா᾽. ஆனா᾿ ஆᾱகிலΆ 
உ᾵பட எᾸத ஒᾞ இய᾿ ெமாழியிᾹ இலᾰகணᾷைதயாவᾐ ᾙᾨைமயாக இடΆ சாரா இலᾰகணᾷைதᾰ 
ெகாᾶᾌ வைரயᾠᾰக இயᾤமா என அவரா᾿ உᾠதிபடᾰ கா᾵ட ᾙᾊயவி᾿ைல. இᾹைறய ஆᾼவ᾽க῀ 
இய᾿ெமாழி இலᾰகணᾱக῀ இடΆ சாராதைவ அ᾿ல எᾹேற இணᾱகிᾜ῀ளன᾽. அேத ேவைளயி᾿ 
இய᾿ெமாழிகளிᾹ ெபᾞΆபᾁதி இடΆசாரா இலᾰகணΆ ெகாᾶடᾐ எᾹᾠ கா᾵ᾊᾜ῀ளன᾽. இᾐ 
ேபாᾹற பᾁதிகᾦᾰகான இடΆ சாரா இலᾰகணᾱகளாக எᾨதிᾜ῀ளன᾽. 

இῂவாᾼᾫைர ெதா᾿காᾺபியᾷதிᾹ எᾨᾷததிகாரᾷᾐᾰகான இடΆ சாரா இலᾰகணΆ இயιᾠதιகான 

ஒᾞ ᾙயιசிைய விவாிᾰகிறᾐ. ெசΆெமாழி இலᾰகணᾷைத ெதா᾿காᾺபியΆ வைரயைற ெசᾼᾜΆ விதᾙΆ 
ᾙைறᾜΆ இᾺபணிᾰᾁ ெவᾁ இணᾰகமாக அைமᾸᾐ῀ளᾐ. தவிர யாᾺபᾞᾱகலᾰகாாிைகைய 
அᾊᾺபைடயாகᾰ ெகாᾶᾌ ெவᾶபாᾰகைள அலகிᾌΆ இடΆ சாரா இலᾰகண அᾊᾺபைட பᾁᾺபாᾼவி 
இΆᾙயιசிᾰகான வாᾼᾺைப வᾤᾺபᾌᾷᾐகிறᾐ. 

எᾨᾷததிகாரᾺஎᾨᾷததிகாரᾺஎᾨᾷததிகாரᾺஎᾨᾷததிகாரᾺ    பᾁதிகᾦᾰகானபᾁதிகᾦᾰகானபᾁதிகᾦᾰகானபᾁதிகᾦᾰகான    இடΆஇடΆஇடΆஇடΆ    சாராசாராசாராசாரா    இலᾰகணΆஇலᾰகணΆஇலᾰகணΆஇலᾰகணΆ    

பிᾹவᾞபைவ எᾨᾷததிகாரᾷதிᾹ சில பᾁதிகᾦᾰகான இடΆ சாரா இலᾰகணᾷைதᾰ கா᾵ᾌகிᾹறன. 

1.ᾙதெலᾨᾷᾐ -  

ெசா᾿ᾢᾹ ᾙதெலᾨᾷதாக வரᾰᾂᾊயᾐ 

<ᾙதெலᾨᾷᾐ> -> <உயி᾽ எᾨᾷᾐ> 
<ᾙதெலᾨᾷᾐ> -> {க, த, ந, ப, ம உயி᾽ெமᾼக῀ அைனᾷᾐΆ} 
<ᾙதெலᾨᾷᾐ> -> {சகர உயி᾽ெமᾼக῀ (அகர, ஐகார, ஔகாரΆ நீᾱகலாக)} 
<ᾙதெலᾨᾷᾐ> -> {வகர உயி᾽ெமᾼக῀ (உகர, ஊகார, ஒகர, ஓகாரΆ நீᾱகலாக} 
<ᾙதெலᾨᾷᾐ> -> {ஞகர உயி᾽ெமᾼக῀ ஆகார, எகர, ஒகரΆ ம᾵ᾌΆ} 
<ᾙதெலᾨᾷᾐ> -> {யகர உயி᾽ெமᾼக῀ 'யா' ம᾵ᾌΆ}  

ᾁறிᾺᾗக῀: 

1. ᾆᾞᾰகΆ ேவᾶᾊ ேபᾰகᾆ-நா᾽ ᾙைறᾰ ᾁறிᾛ᾵ᾊᾢᾞᾸᾐ விலகி ெபாᾐவாகᾺ ᾗாிᾸᾐ 
ெகா῀ளᾷதᾰக அணிᾰ ᾁறிகைளᾜΆ பயᾹபᾌᾷதிᾜ῀ேளாΆ. 

2. இᾺபᾁதி ᾙᾨைமையᾜΆ சீᾞᾠ இலᾰகணமாகேவ எᾨதி விடலாெமᾹறாᾤΆ இடΆ சாரா 
இலᾰகண உᾞவகᾱகைளᾰ ெகாᾶᾌ எᾨதிᾜ῀ேளாΆ. இதᾹவழி ேமᾤΆ உய᾽நிைல 
இலᾰகண ெநறிகைள இவιைறᾰ ெகாᾶᾌ விாிᾷெதᾨத ஏᾐவாகிறᾐ. 
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2. ஈெராιᾠ உடனிைல  

<ஈெராιᾠ உடனிைல> -> <ᾙᾹ ஒιᾠ அைச><பிᾹ ஒιᾠ> 
<ᾙᾹ ஒιᾠ அைச> -> <அைச> <உயிெரᾨᾷᾐ><ᾼ> 
<ᾙᾹ ஒιᾠ அைச> -> <அைச> <உயி᾽ெமᾼெயᾨᾷᾐ><ᾼ> 
<ᾙᾹ ஒιᾠ அைச> -> <உயிெரᾨᾷᾐ><ᾼ> 
<ᾙᾹ ஒιᾠ அைச> -> <உயி᾽ெமᾼெயᾨᾷᾐ><ᾼ> 
<ᾙᾹ ஒιᾠ அைச> -> <ெநᾊ᾿><᾽, ῁> 
<ᾙᾹ ஒιᾠ அைச> -> <அைச><ᾁறி᾿><᾽, ῁> 
<அைச> -> <அைச><அைச> 
<அைச> -> <அைச><ஒιᾠ> 
<அைச> -> <ᾁறி᾿> 
<அைச> -> <ெநᾊ᾿> 
<அைச> -> <ᾁறி᾿><ᾁறி᾿> 
<அைச> -> <ᾁறி᾿><ெநᾊ᾿> 
<பிᾹ ஒιᾠ> -> <ᾰ, ᾲ, ᾷ, Ὰ, ᾱ, ᾴ, Ᾰ, Ά> 
<ெமᾼெயாᾢᾰ ᾂ᾵டΆ> -> ᾹΆ$ 

ᾁறிᾺᾗக῀:  

1. அைசகளிᾹ ெதாடைரᾜΆ ᾆᾞᾰகΆ ேவᾶᾊ அைசெயனᾰ ᾁறிᾷᾐ῀ேளாΆ. 
2. ெதாட᾽ ᾙᾊதைல $ ᾁறி ெகாᾶᾌ ெசா᾿ᾢᾜ῀ேளாΆ. 
3. ᾁறி᾿, ெநᾊ᾿, உயிெரᾨᾷᾐ, உயி᾽ெமᾼெயᾨᾷᾐ, ஒιᾠ ேபாᾹறவιைற விாிᾷᾐ எᾨதவி᾿ைல. 

 

பயᾹக῀பயᾹக῀பயᾹக῀பயᾹக῀    

இய᾿ெமாழிகᾦᾰகான இடΆ சாரா இலᾰகணᾱகைள பᾁᾺபாᾼவிக῀ எᾨᾐவதιᾁΆ, 
எᾨᾷᾐணாிகளி᾿ மயᾰகΆ கைளதιᾁΆ, உைரᾲெசயᾢகளி᾿ பிைழதிᾞᾷதΆ ெசᾼᾜΆ கᾞவிகᾦᾰᾁΆ, 
இᾹᾔΆ பலவιறிιᾁΆ பயᾹபᾌᾷதிᾜ῀ளன᾽. இைவ தவிர, இᾰக᾵ᾌைரயி᾿ பழᾸதமி῁ 
இலᾰகியᾱகைளᾰ கால வாிைசᾺ பᾌᾷᾐவதιᾁΆ ᾂட இவιைறᾺ பயᾹபᾌᾷதலாΆ எனᾰ 
கா᾵ᾊᾜ῀ேளாΆ. எளிைம ெபாᾞ᾵ᾌ சகர, ைசகார, ெசௗகார உயி᾽ெமᾼக῀ ᾙதெலᾨᾷதாக வாரா என 

ெதா᾿காᾺபியΆ ᾂᾠΆ ெநறிைய எᾌᾷᾐᾰ ெகாᾶᾌ῀ேளாΆ. பிᾹனாளி᾿ தமிழி᾿ ேச᾽Ᾰத ெசாιகளி᾿ 
இᾸெநறிᾙைற ᾙᾨவᾐமாகᾺ பிᾹபιறᾺபடவி᾿ைல. ெவῂேவᾠ இலᾰகியᾱகளி᾿ 
இᾸெநறிᾺபிற῁ᾫகளிᾹ எᾶணிᾰைகைய ஒᾞ எᾶவாிைசᾰ ேகா᾵ᾊ᾿ ᾁறிᾷᾐᾺ பா᾽ᾷததி᾿ பிᾹவᾞΆ 
நிைலையᾰ காண ᾙᾊகிறᾐ. இவιறி᾿ சில ெதாᾁதிக῀ இᾞᾺபைதᾰ காண ᾙᾊகிறᾐ.  
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இῂவாᾼவி᾿ ேகாᾺᾗகளி᾿ உ῀ளபᾊேய இᾞᾸத சீ᾽கைள எᾌᾷᾐᾰ ெகாᾶடதா᾿ இைடயி᾿ வᾞΆ 
ᾙதெலᾨᾷᾐᾰக῀ விᾌப᾵ᾌ῀ளன எᾹறாᾤΆ இᾐ ஓரளᾫ பயᾹ தரᾰᾂᾌΆ. 

தιேபாைதயதιேபாைதயதιேபாைதயதιேபாைதய    நிைலᾜΆநிைலᾜΆநிைலᾜΆநிைலᾜΆ    இனிஇனிஇனிஇனி    வᾞவᾐΆவᾞவᾐΆவᾞவᾐΆவᾞவᾐΆ    

தιேபாைதய நிைலயி᾿ எᾨᾷததிகாரᾷதிᾹ ᾁறிᾺபிடᾷதᾰக அளᾫ ெநறிகைள இடΆ சாரா 
இலᾰகணமாக எᾨதிᾜ῀ேளாΆ. ᾗண᾽ᾲசியி᾿ சாாிைய ெபιᾠ வᾞவைத எᾺபᾊᾰ ᾁறிᾺபᾐ என 

எᾶணிᾺ பா᾽ᾷᾐ வᾞகிேறாΆ. ேதைவ ஏιப᾵டா᾿ இடΆ சாரா இலᾰகணᾷைதᾰ கா᾵ᾊᾤΆ ᾂᾌத᾿ 
பக᾽ᾫᾷதிறᾹ ெகாᾶட இலᾰகண ᾙைறகளி᾿ எᾨதᾷ தி᾵டமி᾵ᾌ῀ேளாΆ. நிைறவைடயாத நிைலயி᾿ 
இῂவிலᾰகணΆ பயᾹபᾌமா எᾹற ேக῀வி எழᾰᾂᾌΆ. பᾁதி இலᾰகணᾙΆ, பᾁதி உைரᾺᾗ῀ளியிய᾿ 
உதவிᾜடᾔΆ இயᾱᾁΆ பᾁᾺபாᾼவிகைள உᾞவாᾰக ᾙᾊᾜெமன ஆᾼᾫக῀ கா᾵ᾊᾜ῀ளன. 

ெசாιெறாட᾽ அைமᾺᾗ கலᾺᾗᾙைற ெமாழி மாதிாிகைளᾰ ெகாᾶᾌ பᾁᾺபாᾜத᾿, இடΆசாரா 
இலᾰகணᾷைதᾜΆ கிளவி எᾶணிᾰைகᾺ ᾗ῀ளிகைளᾜΆ ெகாᾶᾌ பᾁᾺபாᾜத᾿, ெசாιெறாட᾽ 
எᾶணிᾰைகையᾜΆ இடΆசாரா ெநறிகளிᾹ நிக῁தகᾫகைளᾰ ெகாᾶᾌᾺ பᾁᾺபாᾜத᾿ எனᾺ பல 
ᾙைறகளி᾿ இῂவிலᾰகணΆ பயᾹபᾌΆ. பᾁதி பᾁதியாக பᾁᾺபாᾼவᾐ கணினியிᾹ நிைனவகᾷ 
ேதைவயிᾹ அளைவᾰ ᾁைறᾺபᾐΆ, ைகயாᾦவைதᾜΆ விாிᾫபᾌᾷᾐவைதᾜΆ எளிைமᾺபᾌᾷᾐவᾐΆ 
அறியᾺப᾵ᾌ῀ளᾐ. 

இய᾿ெமாழிகᾦᾰகானஇய᾿ெமாழிகᾦᾰகானஇய᾿ெமாழிகᾦᾰகானஇய᾿ெமாழிகᾦᾰகான    பிறபிறபிறபிற    இலᾰகணᾱக῀இலᾰகணᾱக῀இலᾰகணᾱக῀இலᾰகணᾱக῀    

பாணினியிᾹ வடெமாழி இலᾰகணᾷதிᾹ பல பᾁதிகைள இடΆ சாரா இலᾰகணᾱகளாகᾫΆ பிற 
க᾵ᾌᾰேகாᾺபான இலᾰகண ᾙைறகளிᾤΆ எᾨதிᾜ῀ளன᾽. உᾞபᾹகைளᾺ பிாிᾷᾐணᾞΆ 
ெமᾹெபாᾞ᾵க῀ ஒᾢயிய᾿ மιᾠΆ உᾞபனிய᾿ ெநறிகைளᾰ ெகாᾶᾌ உᾞவாᾰகᾺப᾵ᾌ῀ளன. 

இைதᾷ தவிர, ஈடான அணிகளினா᾿ ஆன இலᾰகணΆ ஒᾹᾠΆ தமி῁ᾲ ெசாιெறாட᾽கᾦᾰெகன 

எᾨதᾺப᾵ᾌ῀ளᾐ. ெவᾶபா இலᾰகணᾷᾐᾰகான இடΆசாரா இலᾰகணᾙΆ, அைதெயா᾵ᾊய அலகீ᾵ᾌ 
ெமᾹெபாᾞᾦΆ உ῀ளன. 

ᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைர    

ெதா᾿காᾺபியᾷதிᾹ எᾨᾷததிகாரᾷᾐᾰகான இடΆசாரா இலᾰகணΆ எᾨᾐΆ ᾙயιசிைய இᾰக᾵ᾌைர 
எᾌᾷᾐைரᾰகிறᾐ. நிைறவைடயாத இலᾰகணᾱகைளᾰᾂட வழᾰகமான ெமாழியிய᾿ பயᾹபா᾵ᾌᾰᾁ 
எᾺபᾊᾰ ெகாᾶᾌ வᾞவᾐ எᾹபதιகான பல எᾌᾷᾐᾰகா᾵ᾌᾰக῀ ᾆ᾵டᾺப᾵ᾌ῀ளன. வழᾰகமான 

பயᾹகைளᾷ தவிர ெமாழியிᾹ பᾊவள᾽ᾲசிைய அறியᾫΆ, இலᾰகியᾱகைளᾰ காலᾰேகா᾵ᾊ᾿ 
ᾁறிᾺபதιᾁΆᾂட இைதᾺ பயᾹபᾌᾷதலாெமனᾰ கா᾵டᾺப᾵ᾌ῀ளᾐ. 
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The Context 

From 2006 CEN (Centre of Excellence for Engineering and Networking) of the AMRITA University, 

Ettimadai, Coimbatore under the guidance of Prof. K. Soman, is engaged in research and development 

in the field of Natural Language Processing (NLP). It is a young and dynamic university. AMRITA is 

part of a consortium of six IITs and two IIITs and CDAC, Pune, which are involved in the research 

and development of tools for the translation of English to Indian Languages, which is funded by DIT. 

A new project on Machine Translation is started recently (May 2009) with the funding of the MHRD 

for developing linguistic resources and machine translation tools. AMRITA is also developing its own 

engine for Machine Translation. The present Amrita Morph Analyzer and Generator (AMAG) for 

Tamil is an independent project carried out in CEN. 

The Need 

More than a dozen Tamil Morphological Analyzers and Generators are announced through the 

Internet and websites of many renowned institutions. The only DEMO version available is 

ATCHARAM displayed on the website of the IT Ministry, Resource Centre for Indian Language 

Technological Solutions – Tamil. However, none is available for our research and development from 

the open source. This deplorable situation has compelled us to build our own MAG for developing a 

system for the MT and other NLP applications. 

Morphology for Computer 

Morphology deals, primarily, with the structure of words. Morphological analysis detects, identifies 

and describes the meaningful constituent morphs in a word, which function as building blocks of a 

word. The densely agglutinative Dravidian languages such as Tamil, Malayalam, Telugu and 

Kannada display a unique structural formation of words by the addition of suffixes representing 

various senses or grammatical categories, after the roots or stems. The senses such as person, number, 

gender and case are linked to a Noun stem in an orderly formation.  

Verbal categories such as transitive, causative, tense and person, number and gender are added to a 

verbal root or stem. The morphs representing these categories have their own slots behind the roots or 

stems. The highly complicated nominal and verbal morphology do not stand alone. It regulates the 

direct syntactic agreement between the subject and the predicate. Another important aspect of the 

addition of morphs is the change which often takes place in the space between these morphs and 

within a stem.  

A Morphological Analyzer and Generator (MAG) should take care of these changes while assigning a 

suitable morph to the correct slot to generate a word. The combination of sense and form in a morph 

and the possibility to identify the governing rules are the incentives to attempt to build an engine 
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which can automatically analyse and generate the same processes taking place in the brain of a native 

speaker. 

Challenges in Building a Morph Analyzer and Generator For Tamil  

The slots behind the root/stem can be filled by many morphs. The rules governing the order of the 

morphs in a word and the selection of the correct morph for the correct slot should be formulated for 

analysis and synthesis. The inflections and derivations are not the same for all the nouns and verbs. 

The biggest challenge is the grouping of nouns and verbs in such a way that the members of the same 

group have similar inflections and derivations. Otherwise one has to make rules for each noun and 

verb, which is not feasible. The most difficult slot in a verb is the one which follows the verb 

root/stem. This position is occupied by the suffixes belonging to the category transitive. The elusive 

behaviour of these suffixes poses many problems, and most of the earlier Morphological Analyzers 

did not handle this problem adequately. Our system, as mentioned earlier, works on rules and these 

rules are capable of solving this clumsiness in an elegant manner. 

Many changes take place at the boundaries of morphs and words. Identifying the rules that govern 

these changes is a challenge because dissimilar changes take place in similar contexts. In such cases it 

is necessary to look into the phonological as well as morphological factors which induce such changes. 

The system we design involves building an exhaustive lexicon for noun, verb and other categories. 

The performance is directly related to this exhaustiveness. It is a laborious task.  

Structure of a Dravidian Verb 

1 2 3 4 5 

Personal object base 
Intransitive 

tense/mode 
 plural action base 

 
Root/Stem 

Transitive motion base 
negative 
 

Personal endings 
(person, number 
and gender) 

The third position is not relevant for Tamil verbs.  

The structure of a Tamil verb is given below: 

The finite verb: Root/Stem + Transitive + Causative + Tense / Negative + Empty + PNG 

Clitics can be added after the Person Number and Gender (PNG) marker. 

Non -Finite Verb:  

Root/Stem + Transitive + Causative + Negative + Infinitive / Conditional infinitive suffix 

Root/Stem + Transitive + Causative + Tense / Negative + Relative Participle / Verbal 

Participle / Conditional Verbal Participle 

Root/Stem + Transitive + Causative + Negative + Verbal Noun suffix 

The above descriptions mention only the slots on the right side of the root/stem. Apart from this, 

many non-finite verbs occur on the left side of the root/stem and form complex verb structures such 

as main + auxiliary verbs. 
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Predictability of the Verb Suffixes 

One of the challenges is the predictability of the suffixes which fill the three slots after the verb 

root/stem: transitive, causative and tense. There are two types of verbs: verbs which have intransitive 

and transitive contrast such as tāḻntāṉ as against tāḻttiṉāṉ and such as cirittāṉ without such contrast. 

We can divide the verbs broadly into three groups on the basis of the past tense suffixes –nt- , -iṉ- and 

–t-. They can be further divided into eight groups taking into account the first three positions after the 

root/stem. The fillers of each position are determined by the verb root/stem. As far as the non-finite 

forms are concerned, the predictability of the verbal noun suffixes is an important task of MAG. 

Structure of a Noun 

Stem 

Stem + Formative / Oblique suffix 

Stem + Formative / Oblique suffix + Case marker 

Stem + Formative / Oblique suffix + Empty suffix + Case marker 

Stem + Formative suffix + Plural + Case marker 

Stem + Formative /Oblique suffix + Pronominal suffix 

The closing slot can be followed by a clitic such as –um or interrogative morph such as –ā, -ē or -ō. 

Handling the Noun Suffixes 

The suffixes occupying the slots after the stem do not vary according to the stem. There is no direct 

relationship between them unlike the verb stems. However, the noun stems themselves vary before 

they take suffixes. This phenomenon is limited to a small number of groups of nouns. We have 

mentioned above that some of the stems take an oblique suffix before the addition of case markers. 

Since they are identifiable on the basis of their endings or specific phonological features of the stems, it 

is also easier to make rules for the changes which take place within the stem. For example, forms like 

maram ‘tree’ become maratt- and nāṭu becomes nāṭṭ-. The first and second person pronouns have also 

two different forms along with the third person neuter plural pronoun. However, when nouns like kal 

are preceded by another noun, problems arise in handling the sandhi rules because these rules are 

based on the phonemic makeup of the final noun alone. Creating rules governing the distribution of 

case suffixes is an important step towards the building of a MAG. The noun morphology is relatively 

less complex than the verb morphology. 

Technology 

Finite State Transducer (FST) is used for morphological analyzer and generator. We have used AT &T 

Finite State Machine to build this tool. FST maps between two sets of symbols. It can be used as a 

transducer that accepts the input string if it is in the language and generates another string on its 

output. The system is based on lexicon and orthographic rules from a two level morphological system. 

For the Morphological generator, if the string which has the root word and its morphemic information 

is accepted by the automaton, then it generates the corresponding root word and morpheme units in 

the first level (Fig 1). The output of the first level becomes the input of the second level where the 

orthographic rules are handled (Fig 3), and if it gets accepted then it generates the inflected word.  
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Fig 1: Morphotactics Rule Fig 2: Sandhi Rule 

 

Fig 3: Application of Sandhi Rule 

 

 

  

 

 

 

 

 

 

 

Conclusion 

At present we started with a list of fifty thousand nouns, around three thousand verbs and a relatively 

smaller list of adjectives. Our MAG is capable of analysing and generating more grammatical 

categories than ATCHARAM. In the future we are planning to expand our lexicons for more 

exhaustiveness. The uniqueness of our MAG is its capacity to generate and analyse transitive, 

causative and tense forms apart from the passive constructions, auxiliaries and verbal nouns. A demo 

version of AMAG will be soon uploaded for testing. 
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Abstract: This paper presents the morphological analysis for complex agglutinative Tamil 

language using machine learning approach. Morphological analysis is concerned with 

retrieving the structure, syntactic rules, morphological properties and the meaning of a 

morphologically complex word. The morphological structure of an agglutinative 

language is unique and capturing its complexity in a machine analyzable and generatable 

format is a challenging job. Generally rule based approach is used in building 

morphological analyzer. In rule based approach what works in the forward direction may 

not work in the backward direction. The Novel approach to morphological analyzer is 

based on sequence labeling and training by kernel methods. It captures the non-linear 

relationships and various morphological features of Tamil language in a better and 

simpler way. The efficiency of our system is compared with the existing morphological 

analyzers which are available in net. Regarding the accuracy our system significantly 

outperforms the existing morphological analyzer and achieves a very competitive 

accuracy of 95.65% for Tamil language. 

Introduction  

Morphological analysis is the process of segmenting words into morphemes and analyzing the word 

formation. It is a primary step for various types of text analysis of any language. Morphological 

analyzers are used in search engines for retrieving the documents from the keyword (Daelemans 

Walter et al., 2004). Morphological analyzer increases the recall of search engines. It is also used in 

speech synthesizer, speech recognizer, lemmatization, noun decompounding, spell and grammar 

checker and machine translation.  

Tamil language is morphologically rich and agglutinative. Each root word is affixed with several 

morphemes to generate word forms. Generally, Tamil language is postpositionally inflected to the 

root word. Computationally each root word can take a few thousand inflected word forms, out of 

which only a few hundred will exist in a typical corpus. For the purpose of analysis of such 

inflectionally rich languages, the root and the morphemes of each word have to be identified. 

Generally rule based approaches are used for building morphological analyzer (Rajendran.S et al., 

2001). We have implemented a novel method for the morphological analysis of the Tamil language 

using machine learning approach.  
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Challenges in Morphological Analyzer for Tamil 

The morphological structure of Tamil is quite complex since it inflect to person, gender, and number 

markings and also combines with auxiliaries that indicate aspect, mood, causation, attitude etc in 

verb. Noun inflects with plural, oblique, case, postpositions and clitics suffixes. For the purpose of 

analysis of such inflectionally rich languages, the root and the morphemes of each word have to be 

identified. The structure of verbal complex is unique and capturing this complexity in a machine 

analyzable and generatable format is a challenging job. The formation of the verbal complex involves 

arrangement of the verbal units and the interpretation of their combinatory meaning. Phonology also 

plays its part in the formation of verbal complex in terms of morphophonemic or sandi rules which 

account for the shape changes due to inflection. Classification of Tamil verbs based on tense 

inflections is evolved. The inflection includes finite, infinite, adjectival, adverbial and conditional 

forms of verbs (Rjendran.S et al., 2001). For the computational need we have made thirty two 

paradigms of verb. 

Compared to verb morphological analysis noun morphological analysis is less challenging. Noun can 

occur separately or with plural, oblique, case, postpositions and clitics suffixes. We have classified 

seventeen noun paradigms to resolve the challenges in noun morphological analysis. Based on the 

paradigm we classified the root words into its group. We have prepared the corpus with all 

morphological feature information. So the machine by itself captures all morphological rules. Finally 

the morphological analysis is redefined as a classification task which is solved by using sequence 

labeling approaches. 

Creating Data for supervised Learning 

Nowadays machine learning approaches are directly applied to all the natural language processing 

tasks machine learning approaches can be supervised or unsupervised. In supervised learning set of 

input and output examples are used for training. So, data creation plays the key role in supervised 

machine learning approaches. 

Figure 1: Preprocessing steps 

The first step involved in the corpora development for morphological analyzer is classifying 

paradigms for verbs and nouns. The classification of Tamil verbs and nouns are based on tense 

markers and case markers respectively. Each paradigm root word will inflect with the same set of 
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inflections. The second step is to collect the word list for each noun and verb paradigm. Figure 1 

explains the preprocessing steps involved in the development of morphological corpus. 

Morphological corpus which is used for machine learning is developed by following steps: 

Romanization: The set of most commonly used noun and verb forms are generated manually for 

input structure and similarly the output structure is developed. These data are converted to 

Romanized forms using the Unicode to Roman mapping file.  

Segmentation: After Romanization each and every word in the corpora is segmented based on the 

Tamil grapheme and additionally each syllable in the corresponding word is further segmented into 

consonants and vowels. In segmented syllable append “–C” and “–V” to the consonant and vowel 

respectively. We name it as C-V representation i.e. Consonant – Vowel representation. Morpheme 

boundaries are indicated by “*” symbol in output data. 

Alignment and mapping: The segmented words are aligned vertically as segments using the gap 

between them. And the input segments are consequently mapped with output segments. Sample data 

format is given in the fig.2 .First one represents the input data and the latter one represents output 

data.”*” indicates the morpheme boundaries.  

 

Input p-C a-V d-C i-V th th-C A-V n 

Output  p a d i* th th* A n* 

Figure 2: Sample Data Format 

Mismatching: It is the key problem in mapping between the input and output data. Mismatching 

occurs in two cases i.e., either the input units are larger or smaller than that of the output units. This 

problem is solved by inserting null symbol “$” or combining two units based on the morph-syntactic 

rules to the output data. And the input segments are mapped with output segments. After mapping 

machine learning tool is used for training the data. 

Case 1: 

Input Sequence: 

P-C | a-V | d-C | i-V | k | k-C | a-V | y-C | i-V | y-C |a-V | l-C | u-V | m   (14 segments) 

Mismatched Labels:  

p | a | d | i* | k | k | a* | i | y | a | l* | u | m*      (13 segments) 

Corrected labels: 

p | a | d | i* | k | k | a* | $ | i | y | a | l* | u | m*      (14 segments) 

In case 1 input sequence is having more number of segments than the output sequence. For the Tamil 

verb padikkayiyalum is having 14 segments in input sequence but in output it has only 13 segments. 

The second occurrence of “y” in the input sequence becomes null due to the morphosyntactic rule. So 

there is no segment to map with “y”. For this reason, in training data “y” is mapped with “$” symbol 

(“$” indicates null).Now the input and the output segments are equalized. 
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Case 2: 

Input Sequence: 

O | d-C | i-V | n-C | A-V | n     (6 segments) 

Mismatched Labels: 

O | d | u* | i | n* | A | n    (7 segments) 

Corrected labels: 

O | du* | i | n* | A | n     (6 segments) 

In case 2 the input sequence is having less number of segments than the output sequence. Tamil verb 

OdinAn is having 6 segments in input sequence but output has 7 segments. Due to morphosyntactic 

change the segment “d-C” in the input sequence is mapped to two segments “d” &”’u*” in output 

sequence. For this reason, in training “d-C” is mapped with “du*”.Now the input and the output 

segments are equalized and thus the problem of sequence mismatching is solved. 

Implementation of Morphological Analyzer 

Using machine learning approach the morphological analyzer for Tamil is developed. We have 

developed separate engines for noun and verb. Morphological analyzer is redefined as a classification 

task using the machine learning approaches. Three phases are involved in our morphological 

analyzer. 

• Preprocessing 

• Segmentation of morphemes 

• Identifying morpheme 

Fig.3 gives an outlook of the morphological analyzer system. In this machine learning approach two 

training models are created for morphological analyzer. These two models are represented as model-I 

and model-II. First model is trained using the sequence of input characters and their corresponding 

output labels. This trained model-I is used for finding the morpheme boundaries. Second model is 

trained using sequence of morphemes and their grammatical categories. This trained model-II is used 

for assigning grammatical classes to each morpheme.  

Input word : பᾊᾷதாᾹபᾊᾷதாᾹபᾊᾷதாᾹபᾊᾷதாᾹ 

 

 

 

 

 

 

 
 பᾊபᾊபᾊபᾊ    <VERB_ROOT> 

     Output : ᾷᾷᾷᾷᾷᾷᾷᾷ <PAST_TENSE> 

 ஆᾹஆᾹஆᾹஆᾹ    <3SM> 

Figure 3: Schematic Representation 

Preprocessing: The surface form is converted into sequence of units which is given as the input for the 
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morphological analyzer tool. The input word is converted into input segments and syllables are 

identified. Using C-V representation consonants and vowels are represented to the syllable.  

Segmentation of Morphemes: Preprocessed words are segmented into morpheme according to the 

morpheme boundary. The input sequence is given to the trained model-I. The trained model predicts 

each label to the input segments.  

Identifying Morpheme: The Segmented morphemes are given to the trained model-II. It predicts 

grammatical categories to the segmented morphemes. We have trained the system to give multiple 

outputs to handle the compound words. 

Morphological Analyzer Using Machine Learning 

In morphological analysis a complex word form is transformed into root and suffixes. Generally rule 

based approaches are used for morphological analysis which are based on a set of rules and dictionary 

that contains root and morphemes. For example a complex word is given as an input to the 

morphological analyzer and if the corresponding morphemes are missing in the dictionary then the 

rule based system fails (Daelemans Walter et al., 2004). In rule based approaches every rule is depends 

on the previous rule. So if one rule fails, it will affect the entire rule that follows. In machine learning 

all the rules including complex spelling rules are also handled by the classification task. Machine 

learning approaches don’t require any hand coded morphological rules (Daelemans Walter et al., 

2004). It needs only corpora with linguistical information. These morphological or linguistical rules 

are automatically extracted from the annotated corpora. Here input is a word and output is root and 

inflections. Input word is denoted as ‘W’ root and inflections are denoted by ‘R’ and ‘I’ respectively.  

 [W]Noun/Verb = [R] Noun/Verb + [I] Noun/Verb 

Machine learning using SVM 

Support vector approaches have been around since the mid 1990s, initially as a binary classification 

technique, with later extensions to regression and multi-class classification. Here Morphological 

problem is converted into classification problem. These classifications can be done through supervised 

machine learning approach. 

Support Vector Machine is a new approach to supervised pattern classification which has been 

successfully applied to a wide range of classification problems. SVM is based on strong mathematical 

foundations and results in simple yet very powerful algorithms. SVMs are learning systems that use a 

hypothesis space of linear functions in a high dimensional feature space, trained with a learning 

algorithm from optimization theory that implements a learning bias derived from statistical learning 

theory.  

SVMTool 

SVMTool is an open source generator of sequential taggers based on Support Vector Machine. 

Generally SVMTool is developed for POS tagging but here this tool is used in morphological analyzer 

for classification task. The SVMTool software package consists of three main components, namely the 

model learner (SVMTlearn), the tagger (SVMTagger) and the evaluator (SVMTeval). SVM models 

(weight vectors and biases) are learned from a training corpus using the SVMTlearn component 

(Jes´us Gim´enez and Llu´ıs M`arquez, 2006). Different models are learned for the different strategies. 

Finally, given a correctly annotated corpus, and the corresponding SVMTool predicted annotation, the 

SVMTeval component displays tagging results. SVMTeval evaluates the performance in terms of 
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accuracy.  

System Evaluation 

Efficiency of the system is compared. The morphological analyzer system for verb and noun are 

trained with 130,000 and 70,000 words respectively. This system is also tested with 40,000 verb forms 

and 30,000 nouns from an Amrita POS Tagged corpus (Dhanalakshmi.V et al., 2008). The SVM based 

machine learning tool affords better results compare to MBT and CRF++. Training time is very less in 

MBT compare to SVM and CRF++. But in testing SVM holds good. The outputs which are incorrect 

are noticed and its corresponding input words are added in the training file and trained again. This 

increases the efficiency of our system. This is the main advantage of using machine learning approach 

to rule based approach. 

Conclusion 

This paper has described the morphological analyzer based on the new and state of the art machine 

learning approaches. We have demonstrated a new methodology adopted for the preparation of the 

data which was used for the machine learning approaches. We have not used any morpheme 

dictionary but from the training model our system has identified the morpheme boundaries. The 

accuracy obtained from the different machine learning tools shows that SVM based machine learning 

tool gives better result than other machine learning tools. A GUI to enhance the user friendliness of 

the morphological analyzer engine was also developed using Java Net Beans. We are currently 

implementing the same methodology for the other Dravidian languages like Malayalam, Telugu, and 

Kannada. Preliminary experimentation gave promising results. We are confident that the proposed 

method is general enough to be applied for any languages. 
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Abstract: This paper presents the Part Of Speech tagger and Chunker for Tamil using 

Machine learning techniques. Part Of Speech tagging and chunking are the fundamental 

processing steps for any language processing task. Part of speech (POS) tagging is the 

process of labeling automatic annotation of syntactic categories for each word in a corpus. 

Chunking is the task of identifying and segmenting the text into syntactically correlated 

word groups. These are done by the machine learning techniques, where the linguistical 

knowledge is automatically extracted from the annotated corpus. We have developed our 

own tagset for annotating the corpus, which is used for training and testing the POS 

tagger generator and the chunker. The present tagset consists of thirty-two tags for POS 

and nine tags for chunking. A corpus size of two hundred and twenty five thousand 

words was used for training and testing the accuracy of the POS tagger and Chunker. We 

found that SVM based machine learning tool affords the most encouraging result for 

Tamil POS tagger (95.64%) and chunker (95.82%). 

Introduction 

Part of speech (POS) tagging and chunking are well studied problems in the field of Natural Language 

Processing (NLP). Different approaches have already been tried to automate the task of POS tagging 

and chunking for English and other languages. The basic processing step consists of assigning POS 

tags to every token in the text. A subsequent step after POS tagging focuses on the identification of 

basic structural relations between groups of words in a sentence. This recognition is usually referred 

to as chunking. It is essential for many NLP tasks such as structure identification, information 

extraction, parsing and phrase based machine translation system. Chunker divides a sentence into its 

major-non-overlapping phrases and attaches a label to each chunk. Chunking falls between tagging 

and parsing. The structure of individual chunks is fairly easy to describe, while relations between 

chunks are harder and more dependent on individual lexical properties. The capability for a computer 

to automatically POS tag and chunk a sentence is very essential for further analysis in many 

approaches to the field of NLP. Many of the machine learning techniques and algorithms are used in 

this task. Our POS tagger and chunker based on machine learning techniques using SVM are trained 

and tested with the tagged corpus of size about two lakh and twenty five thousand words. 

POS Tagging in Tamil 

The Part of speech (POS) tagging is the process of labeling a part of speech or other lexical class 

marker to each and every word in a sentence. It is similar to the process of tokenization for computer 

languages. POS tagging is considered as an important process in speech recognition, natural language 

parsing, information retrieval and machine translation. Tamil being a Dravidian language has a very 

rich morphological structure which is agglutinative. Tamil words are made up of lexical roots 
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followed by one or more affixes. So tagging a word in a language like Tamil is very complex. The 

main challenges in Tamil POS tagging are solving the complexity and ambiguity of words 

[Dhanalakshmi V et al., 2009].  

Various methodologies have been developed for POS Tagging in different languages. In case of Tamil 

language a rule-based POS tagger for Tamil was developed and tested [Arulmozhi et al., 2004]. This 

system gives only the major tags and the sub tags are overlooked while evaluation. A hybrid POS 

tagger for Tamil using HMM technique and a rule based system was also developed [Arulmozhi P 

and Sobha L, 2006]. Our POS tagger is based on machine learning techniques using SVM. We tagged 

our raw corpus of size about two hundred and twenty five thousand words using our Amrita tag set 

and then trained our corpus with the machine learning based SVMTool by tuning the parameters and 

feature patterns based on Tamil language. A raw corpus was tested using SVMTool and obtained an 

overall accuracy of 95.64%.  

Customized POS Tagset 

Many tagsets are already in existence for Tamil (AUKBC, Vasuranganathan tagset, CIIL Tagset for 

Tamil, etc). However, we encountered the following problems with these tagsets: 

1. For each word, the grammatical categories as well as grammatical features are considered. 

Hence we need to split each and every inflected word in the corpus, which makes the tagging 

process very complex. 

2. The number of tags is very large. This leads to increased complexity during POS tagging 

which in turn reduces the tagging accuracy. 

For simple POS level, we wanted a tagset which has just the grammatical categories excluding 

grammatical features. Since the grammatical features can be obtained from the morphological 

analyzer. We needed a tagset with minimum tags without compromising on tagging efficiency. Hence 

we decided to create our own tagset for Tamil following the guidelines as mentioned in AnnCorra, 

Annotating Corpora Guidelines for POS and Chunk Annotation for Indian Languages [Akshar Bharati 

et al., 2006]. Our customized tagset uses only 32 tags. We do not consider the inflections or the 

grammatical features of the words. We use compound tag for compound nouns (NNC) and 

compound proper nouns (NNPC). We consider the tag VBG for verbal nouns and participle nouns. 

The tagset is shown in the figure below: 

Figure 1. Amrita POS Tagset 
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Chunking in Tamil 

 A typical chunk consists of a single content word surrounded by a constellation of function words 

[S.Abney, 1991]. Chunks are normally taken to be a non recursive correlated group of words. Tamil 

being an agglutinative language have a complex morphological and syntactical structure. It is a 

relatively free word order language but in the phrasal and clausal construction it behaves like a fixed 

word order language. So the process of chunking in Tamil is less complex compared to the process of 

POS tagging. Various methodologies have been developed for chunking in different languages. In 

Tamil language TBL was used for text chunking [Sobha L et al., 2006]. vaanavil of RCILTS identifies 

the syntactic constituents of a Tamil sentence. Our Chunker is based on machine learning techniques 

(YamCha) using SVM. 

Customized Chunk Tagset  

We followed the guidelines mentioned in AnnCorra, while creating our tagset for chunking. Our 

Amrita chunking tagset contains nine tags. The tagset is described below: 

Noun Chunks will be given the tag NP. It includes non-recursive noun phrases and postpositional 

phrases. The head of a noun chunk would be a noun. Noun qualifiers like adjective, quantifiers, 

determiners will form the left side boundary for a noun chunk and the head noun will mark the right 

side boundary for it. Examples for NP chunk are given below. 

[அᾸத <DET> (B-NP) அழகான <ADJ> (I-NP) ெபᾶ <NN> (I-NP)  ] NP  

An adjectival chunk is tagged as AJP. This chunk will consist of all adjectival chunks including the 

predicative adjectives. However, adjectives appearing before a noun will be grouped together with the 

noun chunk. 

[திைரᾺபடΆ <NN> (B-AJP) சா᾽Ᾰத <ADJ> (I-AJP) ] AJP  

Adverbial chunk <AVP> is tagged accordance with the tags used for POS tagging.  

[அᾞேக <ADV> (B-AVP) ]AVP  

Conjunctions are the words used to join individual words, phrases, and independent clauses. It is 

labeled as CJP.  

[ஆனா᾿ <CNJ>(B-CJP)] CJP 

Complimentizer are the words equivalent to the term subordinating conjunction in traditional 

grammer. For example, the word that is generally called a Complimentizer in English. In Tamil, enru 

and its variations falls into this category. Complimentizer is tagged in accordance with the tages used 

for POS tagging. It is tagged as COMP. 

[எᾹᾠ <COM> (B-COMP) ] COMP  

Verb chunks are mainly classified into Verb finite chunk and verb non-finite chunk. Verb finite chunk 

includes main verb and its auxiliaries. It is tagged as VFP. Examples for verb –finite chunk are given 

below. 

[உ῀ளᾐ<VF> (B-VFP)] VFP 
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Non-finite verb comprise all the non-finite form of verbs. In Tamil we have four non-finite forms i.e., 

relative participle, adverbial participle, conditional and infinitive verb. It is tagged as VNP. Examples 

for verb non-finite chunk are given below. 

[ெவளிவᾸத (VNAJ) (B-VNP)] VNP ெசᾼதிᾰ <NNC> < B-NP> ᾁறிᾺᾗ <I –NP> <NNC> 

[விைரᾸᾐ <VNAV>(B-VNP)] VNP ᾙᾊᾷதாᾹ <VF> 

Gerundial forms are repersented by a seperate chunk. It is tagged as VGP. Example for gerundial 

chunk is given below. 

ெதாழிιசாைல <NN> [அைமᾺபதி᾿ <VBG>(B-VGP)] VGP தாமதΆ <NN> 

Symbols like .(Dot) and ? (question mark) are tagged as <O> . , (Comma) is tagged with the 

preceeding tag.  

Corpus Development  

POS tagged corpus containing two lakh and twenty five thousand words was prepared by collecting 

corpora from Dinamani newspaper, yahoo Tamil news, online Tamil short stories, etc. 

Dhanalakshmi.V et al., 2008. This POS tagged corpus is used for chunking corpus development. Our 

customized tagset was used to tag the POS tagging and chunking corpus. The tagged corpus is given 

for training using the machine learning tools. After training, the untagged corpus is tagged by tagger 

generator. The output of tagger generator is manually corrected to increase the corpus size. 

Training data format: The training data should be in a particular format. The training data must 

consist of multiple tokens, these token are nothing but words, and a sequence of token becomes a 

sentence. Each token should be represented in one line, with the columns separated by white space. 

Many numbers of columns can be used, but the columns are fixed through all tokens. There should be 

some kinds of ‘semantics’ among the columns, i.e. first column is a ‘word’, second column is ‘pos tag’, 

and third column is ‘chunk tag’ and so on. The last column represents the answer tag which is going 

to be trained by SVM based Tools. We have fixed three column formats. Following is a sample of the 

training data. 

வளாகᾷ <NNC> <B-NP> 

ேத᾽வி᾿ <NNC> <I-NP> 

ேவைலவாᾼᾺᾗ <NN> <B-NP> 

ெபιற <VNAJ> <B-VNP> 

மாணவ᾽களிᾹ <NN> <B-NP> 

ப᾵ᾊய᾿ <NN> <I-NP> 

ெவளியிᾌΆ <VNAJ> <B-VNP> 

விழா <NN> <B-NP> 

திᾱக῀கிழைம <NNP> <B-NP> 

நைடெபιறᾐ <VF> <B-VFP> 

. <DOT> <O> 
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SVM based Tools for Tamil POS Tagger and chunker  

The SVMTool is a simple, flexible, and effective generator of sequential taggers based on Support 

Vector Machines and how it is being applied to the problem of part-of-speech tagging. This SVM-

based tagger is robust and flexible for feature modeling (including lexicalization), trains efficiently, 

and is able to tag thousands of words per second. YamCha(Yet Another Multipurpose Chunk 

Annotator by Taku Kudo) is a generic, customizable, and open source text chunker. Yamcha is using a 

state-of-the-art machine learning algorithm called Support Vector Machines (SVMs), introduced by 

Vapnik. 

Support Vector Machine 

SVM is a machine learning algorithm for binary classification, which has been successfully applied to 

a number of practical problems, including NLP. Tagging a word in context is a multi-class 

classification problem. Since SVMs in general are binary classifiers, a binarization of the problem must 

be performed initially before applying them. Here a simple one-per- class binarization is applied, i.e., 

a SVM is trained for every POS tag in order to distinguish between examples of this class and all the 

rest. When tagging a word, the most possible tag according to the predictions of all binary SVMs is 

selected.  

SVMTool for Tamil POS Tagger 

The SVMTool software package consists of three main components, namely the model learner 

(SVMTlearn), the tagger (SVMTagger) and the evaluator (SVMTeval).  

SVM model is learned from a training corpus using the SVMTlearn component. Different models are 

learned for the different tagging strategies. During tagging time, the SVMTagger component is used to 

choose the tagging strategy that is most suitable for the purpose of the tagging. Finally, when we give 

a correctly tagged corpus and the corresponding SVMTool predicted annotation, the SVMTeval 

component displays tagging results and reports. Tagged corpus is used for training a set of SVM 

classifiers. This is done using SVMlight, an implementation of Vapnik’s SVMs in C, developed by 

Thorsten Joachims. 

Yamcha for Tamil Chunker  

YamCha is an open source text chunker and so called Support Vector machines (SVMs). SVMs are 

binary classifiers and thus must be extended to multiclass classifiers to classify three cases for NP 

chunking with (I, O, B). By mapping the n-dimensional input space into high dimensional feature 

space in which a linear classifier is then typically constructed. This approach is used for chunking, 

YamCha is used to perform the initial tagging, basic features in Yamcha are used, later all possible 

POS tag for the words in the corpus are added. This information is added to the training corpus and 

then it is trained using SVM thereby predicting the chunk boundary names using Yamcha, Finally the 

chunk labels and the chunk boundary names are merged to obtain the chunk tag. 

Conclusion  

This paper has described the POS tagger and Chunker for Tamil using Machine learning approach. 

For the POS tagging and chunking we have used a corpus of size 2, 25,000 words. The corpus is 

divided into training set (1, 65,000 words) and test set (60,000 words). Machine learning tools like 

SVMTool and Yamcha are trained and tested for the same corpus. We have found that automatic POS 
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tagging and chunking done by SVM based Machine learning tools gives better result. A GUI to 

enhance the user friendliness of the tool was also developed. 
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தகவ᾿ ெதாழி᾿ᾒ᾵பᾷதிᾹ அᾆர வள᾽ᾲசி அைனᾷᾐ ᾐைறையᾜΆ அசர ைவᾷᾐ῀ளᾐ. கடᾸத பᾷᾐ 
ஆᾶᾌகளி᾿ பᾷᾐேகாᾊ தமிழனிடᾙΆ தகவ᾿ெதாழி᾿ᾒ᾵பΆ பல மாιறᾱகைள ஏιபᾌᾷதிᾜ῀ளᾐ. 
ெபாறியிய᾿, மᾞᾷᾐவΆ ஆகியன நΆமிைடேய ெபᾞΆதாᾰகᾷைத ஏιபᾌᾷதியிᾞᾸதாᾤΆ, தமிழᾹ தᾹ 

வசᾺபᾌᾷதிய ஒேர ᾗர᾵சி தகவ᾿ ெதாழி᾿ᾒ᾵பΆ தாᾹ. அதιேகιப தகவ᾿ ெதாழி᾿ᾒ᾵ப 
கைலᾲெசாιகளிᾹ ᾗழᾰகΆ மιᾠΆ பயᾹபாᾌ அதிகாிᾷதாேல, ச᾽வேதச அளவி᾿ தமிழிᾹ பயᾹபாᾌ 
மிக அதிக அளவி᾿ உயᾞΆ. தமிழி᾿ தகவ᾿ ெதாழி᾿ᾒ᾵ப கைலᾲெசாιகைள வள᾽ᾷதி᾵டா᾿ உலக 
அளவி᾿ தமிழᾹ மᾷதியி᾿ ஒᾞᾱகிைணᾺᾗΆ, பயᾹபாᾌΆ உயᾞΆ. இவιறிιᾁ அᾊᾺபைடயாக நாΆ 
எதி᾽ேநாᾰக ேவᾶᾊயைவ எᾹெனᾹன எᾹᾠ ஆᾼேவாமா ? 

ெதாடᾰகᾺப῀ளிெதாடᾰகᾺப῀ளிெதாடᾰகᾺப῀ளிெதாடᾰகᾺப῀ளி அளவிேலேயஅளவிேலேயஅளவிேலேயஅளவிேலேய பாடᾱகளிᾹபாடᾱகளிᾹபாடᾱகளிᾹபாடᾱகளிᾹ வாயிலாகவாயிலாகவாயிலாகவாயிலாக கைலᾲகைலᾲகைலᾲகைலᾲ ெசாιகைளெசாιகைளெசாιகைளெசாιகைள வள᾽ᾷத᾿வள᾽ᾷத᾿வள᾽ᾷத᾿வள᾽ᾷத᾿. 

ஒᾞ மᾞᾷᾐவாிᾹ ᾁறிᾺᾗΆ, மᾞᾸᾐΆ பிறᾞᾰᾁ ᾗாியாததᾹ காரணΆ அவιறிιகான தமி῁ ெசாιக῀ 
இ᾿லாைமேய ஆᾁΆ. தகவ᾿ ெதாழி᾿ᾒ᾵பᾷைத ெபாᾠᾷத வைர ஆயிரᾰகணᾰகி᾿ தமி῁ெமாழி 
ெசாιக῀ ᾗழᾰகᾷதி᾿ உ῀ளᾐ. ᾁறிᾺபி᾵ட வ᾵டᾷதிιᾁ῀ேளேய ᾗழᾰகᾷதிᾤ῀ள இᾲெசாιக῀ 
ெவளிᾰெகாᾶᾌ வரேவᾶᾌΆ. ப῀ளிᾺபᾞவᾷதிேலேய மாணவ᾽கᾦᾰᾁ கைலᾲ ெசாιகைள 
ெபாᾞ῀பட ேபாதிᾷதா᾿ நΆ ெமாழி, ேமᾤΆ வள᾽ᾲசி ெபᾠΆ. ெதாடᾰகᾺப῀ளி அளவிேலேய 
படᾷᾐடᾹ, ெபாᾞ῀பட கணினி பயᾹபா᾵ைட மாணவ᾽கᾦᾰᾁ விளᾰகி கιபிᾷதா᾿, மாணவ 
பᾞவᾷதிேலேய தமி῁ ெசாιக῀ ஆழமாக ᾁழᾸைதக῀ மனதி᾿ பதிᾜΆ. 

உலகஉலகஉலகஉலக ᾁᾨமᾱகᾦடᾹᾁᾨமᾱகᾦடᾹᾁᾨமᾱகᾦடᾹᾁᾨமᾱகᾦடᾹ ᾗதியᾗதியᾗதியᾗதிய கைலᾲகைலᾲகைலᾲகைலᾲ ெசாιகைளெசாιகைளெசாιகைளெசாιகைள உஉஉஉᾞவாᾰகᾞவாᾰகᾞவாᾰகᾞவாᾰக விவாதிᾷத᾿விவாதிᾷத᾿விவாதிᾷத᾿விவாதிᾷத᾿. 

தமி῁ ெதாழி᾿ᾒ᾵ப அைமᾺᾗகளான உᾷதமΆ, கணிᾷதமி῁ᾲசᾱகΆ மιᾠΆ ப᾿கைலᾰகழகᾱக῀, அரᾆ 
அைமᾺᾗக῀, தமி῁ அைமᾺᾗக῀ மιᾠΆ ᾗதிய கைலᾲெசாιகைள உᾞவாᾰக பாᾌபᾌΆ ைமயᾱக῀ என 

அைனᾷைதᾜΆ இைணᾰக பாᾌபᾌத᾿ அவசியமாᾁΆ. இῂவைமᾺᾗக῀ ᾚலமாக உᾞவாᾰகᾺபடᾫ῀ள 
ெசாιகைள உᾞவாᾰகிட இைணயΆ வாயிலாகேவா அ᾿லᾐ ேநாிைடயாகேவா விைழய ேவᾶᾌΆ. 
ஆழமாக விவாதிᾷதா᾿ ெபாᾞ῀பட அழகிய தகவ᾿ ெதாழி᾿ᾒ᾵ப கைலᾲெசாιகைளᾜΆ உᾞவாᾰக 
ᾙᾊᾜΆ. 

உலகஉலகஉலகஉலக ᾁᾨமᾱகᾦடᾹᾁᾨமᾱகᾦடᾹᾁᾨமᾱகᾦடᾹᾁᾨமᾱகᾦடᾹ கைலᾲகைலᾲகைலᾲகைலᾲ ெசாιகைளெசாιகைளெசாιகைளெசாιகைள உᾞவாᾰகிஉᾞவாᾰகிஉᾞவாᾰகிஉᾞவாᾰகி ேதைவயானேதைவயானேதைவயானேதைவயான விதிகைளவிதிகைளவிதிகைளவிதிகைள 

ᾗᾐᾺபிᾷத᾿ᾗᾐᾺபிᾷத᾿ᾗᾐᾺபிᾷத᾿ᾗᾐᾺபிᾷத᾿ 

கைலᾲெசாιகைள பல ᾐைறகᾦᾰᾁΆ ெதாᾁᾰக மιᾠΆ உᾞவாᾰக, தமிழக அரᾆ 
ᾙைனவ᾽.வா.ெச.ᾁழᾸைதசாமி தைலைமயி᾿ அறிஞ᾽க῀ ᾁᾨைவ நியமிᾷதᾐ. இᾰᾁᾨவி᾿ 
கைலᾲெசாιகைள உᾞவாᾰக மιᾠΆ ெதாᾁᾰக ெபாᾐவான விதிகைள, 2000 ஆΆ ஆᾶᾌ 
ᾙைனவ᾽.வா.ெச.ᾁழᾸைதசாமி தைலைமயி᾿ ᾗதிய விதிகைள உᾞவாᾰகியᾐ. இைவ 
தகவ᾿ெதாழி᾿ᾒ᾵பΆ ம᾵ᾌமிᾹறி ெபாᾐவாக 14 ᾐைறகᾦᾰகாக உᾞவாᾰகᾺப᾵டᾐ. இவιறிᾹ 

விதிக῀ பலᾞᾰᾁΆ பரᾺபᾺபᾌத᾿ ேவᾶᾌΆ. ேமᾤΆ காலமாιறᾷதிιேகιப விதிகளி᾿ மாιறᾷைத 
காண ஆᾼᾫக῀ நடᾷதᾺபடேவᾶᾌΆ. கைலᾲ ெசாιக῀ உᾞவாᾰகΆ ᾁறிᾷத விதிக῀ அைனᾷᾐ 
ெதாழி᾿ᾒ᾵ப வ᾿ᾤந᾽கᾦΆ, ஆசிாிய᾽ ெபᾞமᾰகᾦΆ, அரᾆ அதிகாாிகᾦΆ அறிᾜΆ வைக ெசᾼத᾿ 
ேவᾶᾌΆ. 
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தமி῁வழிதமி῁வழிதமி῁வழிதமி῁வழி தகவ᾿ெதாழி᾿ᾒ᾵பᾷᾐைறதகவ᾿ெதாழி᾿ᾒ᾵பᾷᾐைறதகவ᾿ெதாழி᾿ᾒ᾵பᾷᾐைறதகவ᾿ெதாழி᾿ᾒ᾵பᾷᾐைற கைலᾲகைலᾲகைலᾲகைலᾲ ெசாιகைளᾜΆெசாιகைளᾜΆெசாιகைளᾜΆெசாιகைளᾜΆ, பைடᾺᾗகைளᾜΆபைடᾺᾗகைளᾜΆபைடᾺᾗகைளᾜΆபைடᾺᾗகைளᾜΆ 
ெதாᾁᾷத᾿ெதாᾁᾷத᾿ெதாᾁᾷத᾿ெதாᾁᾷத᾿. 

தமிழி᾿ ெவளியான அைனᾷᾐ தகவ᾿ ெதாழி᾿ᾒ᾵ப ெசய᾿பாᾌகைளᾜΆ, ெதாᾁᾺᾗகைளᾜΆ, 
ஆᾼᾫகைளᾜΆ, ெசாιகைளᾜΆ ெதாᾁᾷத᾿ ேவᾶᾌΆ. அᾶணாᾺப᾿கைலᾰகழக வள᾽தமி῁ மᾹற 
தகவ᾿ெதாழி᾿ᾒ᾵ப ைகேயᾌ, 2000 ஆΆஆᾶᾊᾹ தமிழக அரசிᾹ தகவ᾿ ெதாழி᾿ᾒ᾵ப ெதாᾁᾺᾗ, 
இலᾱைக தகவ᾿ ெதாழி᾿ᾒ᾵ப அகரᾙதᾢ மιᾠΆ பிற ப᾿கைலᾰகழகᾱகழகᾱகᾦΆ, பதிᾺபகᾱகᾦΆ 
ெவளியி᾵ᾌ῀ள அைனᾷᾐ கைலᾲெசா᾿ பைடᾺᾗகைள ெதாᾁᾷத᾿ ேவᾶᾌΆ. இᾺபணியிᾹ ᾚலமாக 
ᾗதிய ெசாιகளிᾹ வரᾫ, ேவᾠபாᾌ, சிறᾺᾗ ஆகியவιைற ஆராயலாΆ. 

தமி῁வழிதமி῁வழிதமி῁வழிதமி῁வழி மιᾠΆமιᾠΆமιᾠΆமιᾠΆ பிறெமாழிபிறெமாழிபிறெமாழிபிறெமாழி அைனᾷᾐஅைனᾷᾐஅைனᾷᾐஅைனᾷᾐ கைலᾲெசா᾿கைலᾲெசா᾿கைலᾲெசா᾿கைலᾲெசா᾿ பைடᾺᾗகைளᾜΆபைடᾺᾗகைளᾜΆபைடᾺᾗகைளᾜΆபைடᾺᾗகைளᾜΆ ெதாᾁᾷத᾿ெதாᾁᾷத᾿ெதாᾁᾷத᾿ெதாᾁᾷத᾿. 

இᾸதிய மιᾠΆ பிற உலக ெமாழிகளி᾿ ெவளியான அைனᾷᾐ தகவ᾿ ெதாழி᾿ᾒ᾵ப 
ெசய᾿பாᾌகைளᾜΆ, ெதாᾁᾺᾗகைளᾜΆ, ஆᾼᾫகைளᾜΆ, ெசாιகைளᾜΆ ெதாᾁᾷத᾿ ேவᾶᾌΆ. 
பᾹனா᾵ᾌ ைமயᾱக῀, அரᾆ நிᾠவனᾱக῀, தகவ᾿ ெதாழி᾿ᾒ᾵ப நிᾠவனᾱக῀, 
ப᾿கைலᾰகழகᾱகழகᾱக῀ மιᾠΆ பதிᾺபகᾱக῀ ெவளியி᾵ᾌ῀ள அைனᾷᾐ கைலᾲெசா᾿ 
பைடᾺᾗகைள ெதாᾁᾷத᾿ ேவᾶᾌΆ. இᾺபணியிᾹ ᾚலமாக ᾗதிய ெசாιகளிᾹ வரᾫ, ேவᾠபாᾌ, 
சிறᾺᾗ ஆகியவιைற ஆராயலாΆ. தகவ᾿ ெதாழி᾿ᾒ᾵ப கைலᾲெசாιகᾦᾰᾁ அᾺபாιப᾵ᾌ அைனᾷᾐ 
ᾐைறையᾜΆ ெதாᾁᾷதா᾿ ெதாைலேநாᾰᾁ பா᾽ைவᾜடᾹ நாΆ பணியாιறலாΆ. அைனᾷᾐ பிறெமாழி 
கைலᾲெசா᾿ பைடᾺᾗகைளᾜΆ ெதாᾁᾷதா᾿ அதᾹ வள᾽ᾲசிகைளᾜΆ, மாιறᾱகைளᾜΆ அறிய ᾙᾊᾜΆ. 

கைலᾲெசாιக῀கைலᾲெசாιக῀கைலᾲெசாιக῀கைலᾲெசாιக῀ பைடᾰᾁΆபைடᾰᾁΆபைடᾰᾁΆபைடᾰᾁΆ இைணயᾱகைளஇைணயᾱகைளஇைணயᾱகைளஇைணயᾱகைள ெதாᾁᾷᾐெதாᾁᾷᾐெதாᾁᾷᾐெதாᾁᾷᾐ பாமரᾞᾰᾁΆபாமரᾞᾰᾁΆபாமரᾞᾰᾁΆபாமரᾞᾰᾁΆ அளிᾷத᾿அளிᾷத᾿அளிᾷத᾿அளிᾷத᾿. 

தமிழி᾿ ெசய᾿பᾌΆ இைணயᾱகளிᾹ அைனᾷᾐ தகவ᾿ ெதாழி᾿ᾒ᾵ப ெதாᾁᾺᾗகைளᾜΆ, 
ஆᾼᾫகைளᾜΆ, ெசாιகைளᾜΆ ெதாᾁᾷத᾿ ேவᾶᾌΆ. www.infitt.org, www.tcwords.com, 

www.tamilvu.org, www.bhashaindia.com, www.microsoft.com மιᾠΆ பிற 
ப᾿கைலᾰகழகᾱகழகᾱக῀ ெவளியி᾵ᾌ῀ள அைனᾷᾐ இைணயΆ சா᾽Ᾰத கைலᾲெசா᾿ பைடᾺᾗகைள 
ெதாᾁᾷத᾿ ேவᾶᾌΆ. இᾺபணியிᾹ ᾚலமாக இைணயΆ வாயிலாகேவ ᾗதிய ெசாιகளிᾹ வரᾫ, 
ேவᾠபாᾌ, சிறᾺᾗ ஆகியவιைற ஆராயலாΆ. 

ச᾽வேதசச᾽வேதசச᾽வேதசச᾽வேதச ெமᾹெபாᾞ῀ெமᾹெபாᾞ῀ெமᾹெபாᾞ῀ெமᾹெபாᾞ῀ மιᾠΆமιᾠΆமιᾠΆமιᾠΆ வᾹெபாᾞ῀வᾹெபாᾞ῀வᾹெபாᾞ῀வᾹெபாᾞ῀ நிᾠவனᾱகைளநிᾠவனᾱகைளநிᾠவனᾱகைளநிᾠவனᾱகைள கைலᾲெசாιகைளகைலᾲெசாιகைளகைலᾲெசாιகைளகைலᾲெசாιகைள 

பயᾹபᾌᾷதᾰேகாாிபயᾹபᾌᾷதᾰேகாாிபயᾹபᾌᾷதᾰேகாாிபயᾹபᾌᾷதᾰேகாாி வᾢᾜᾠᾷத᾿வᾢᾜᾠᾷத᾿வᾢᾜᾠᾷத᾿வᾢᾜᾠᾷத᾿. 

ைமᾰேராசாᾺ᾵, ஐபிஎΆ மιᾠΆ ைலனᾰῄ ᾁᾨᾰக῀ பிரᾷேயக கைலᾲெசா᾿ ᾁᾨᾰகைளᾜΆ, 
பிாிᾫகைளᾜΆ இயᾰகி வᾞகிᾹறன. உலகிᾹ அைனᾷᾐ ெமᾹெபாᾞ῀, வᾹெபாᾞ῀ மιᾠΆ 
ெதாழி᾿ᾒ᾵ப ைகேயᾌகளி᾿ தமி῁ கைலᾲெசா᾿ வளᾷைத அறியᾲெசᾼத᾿ ேவᾶᾌΆ. ெமᾹெபாᾞ῀, 
வᾹெபாᾞ῀ மιᾠΆ ைகேயᾌகளி᾿ தமி῁ கைலᾲெசாιகைள பயᾹபᾌᾷத வᾢᾜᾠᾷத ேவᾶᾌΆ. 
அவ᾽களிᾹ பயᾹபா᾵ᾌ ேதைவ, பயᾹபா᾵ᾊ᾿ ᾁைற, ᾗதிய ேதைவகᾦᾰகான உதவிᾰᾁᾨᾰகைள 
அைமᾷத᾿ ேவᾶᾌΆ.  

அரᾆகளிᾹஅரᾆகளிᾹஅரᾆகளிᾹஅரᾆகளிᾹ பயᾹபா᾵ᾊ᾿பயᾹபா᾵ᾊ᾿பயᾹபா᾵ᾊ᾿பயᾹபா᾵ᾊ᾿ கைலᾲெசாιகைளகைலᾲெசாιகைளகைலᾲெசாιகைளகைலᾲெசாιகைள வள᾽ᾷத᾿வள᾽ᾷத᾿வள᾽ᾷத᾿வள᾽ᾷத᾿  

அரசாᾱகᾷதிᾹ பயᾹபா᾵ᾊ᾿ தமி῁ெமாழி அᾱகீகாிᾰகᾺப᾵ட ெமாழியாக உ῀ள நாᾌகளி᾿ தமி῁ 
தகவ᾿ ெதாழி᾿ᾒ᾵ப கைலᾲெசாιகᾦᾰᾁ ᾙᾰகியᾷᾐவΆ அளிᾰகேவᾶᾌΆ. தமி῁வள᾽ᾲசிᾷᾐைற, 
க᾿விᾷᾐைற மιᾠΆ தகவ᾿ ெதாழி᾿ᾒ᾵பᾷᾐைற ஆகியவιறி᾿ ஒᾞᾱகிைணᾷᾐ கைலᾲெசாιகளிᾹ 

பயᾹபா᾵ைட வள᾽ᾷத᾿ ேவᾶᾌΆ.  

"தகவ᾿ ெதாழி᾿ᾒ᾵ப கைலᾲெசாιக῀ வள᾽ᾲசி ெபιறாேல வᾞᾱகாலᾷதி᾿ தமி῁ அறிவிய᾿ 
ெமாழியாக ேபாιறᾺபᾌΆ". 
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Dr.K.Umaraj 

Fellow, Central Institute of Classical Tamil, Chennai 

e_mail: k_umaraj@yahoo.com 

 

Abstract: In recent years, a tremendous development has been achieved in the field of 

Educational Technology. As a result, Dictionaries, Thesauruses and Encyclopedias have 

been developed electronically for the benefit of e_learners and researchers of Tamil.  

To define the term Electronic dictionary, it is a machine readable dictionary, which 

provides search facilities to identify meaning and grammatical information of a particular 

word in a particular context. Many a number of Electronic dictionaries have been 

published for Tamil by different Research Institutes and Commercial organizations as 

well. A few may be mentioned as Lexicon of Madras University, Tamil-Tamil dictionary of 

Prof.M.Shanmugom Pillai and PALS dictionary of Palaniappa Brothers. But an Electronic 

dictionary exclusively for Sangam literature is yet to be developed.While developing one 

such dictionary, a number of problems arised in that venture. Those problems are 

discussed in detail in this paper. 

    

அறிᾙகΆஅறிᾙகΆஅறிᾙகΆஅறிᾙகΆ        

அᾶைமᾰ காலᾷதி᾿ தகவ᾿ ெதாழி᾿ ᾒ᾵பவிய᾿ வள᾽ᾲசியிᾹ விைளவாகᾰ க᾿வி ெதாழி᾿ 
ᾒ᾵பவியᾤΆ )Educational Technology) ெபாிய மாιறᾙΆ வள᾽ᾲசிᾜΆ ஏιப᾵ᾌ῀ளன. ᾁறிᾺபாகᾷ 
தமிழாᾼᾫᾰᾁᾷ ேதைவயான கᾞவி ᾓιகளான அகராதிக῀,ேபரகராதிக῀,ெசாιகளᾴசியᾱக῀, 
கைலᾰகளᾴசியᾱக῀ கணினி உதவி ெகாᾶᾌ உᾞவாᾰᾁவதி᾿ ப᾿ேவᾠ ᾙயιசிக῀ 
ேமιெகா῀ளᾺப᾵ᾌ ெவιறி ெபιᾠ῀ளன .அவιᾠ῀ தமி῁ – தமி῁ – ஆᾱகில அகராதியாகிய 
ெசᾹைனᾺ ப᾿கைலᾰகழகᾷதிᾹ ேபரகராதி )Lexicon), பழனியᾺபா பிரத᾽ῄ நிᾠவனᾷதாாிᾹ ஆᾱகில 
– தமி῁ அகராதி, ேபராசிாிய᾽ ᾙ .சᾶᾙகΆ பி῀ைள அவ᾽களிᾹ தமி῁ – தமி῁ அகராதி ஆகியைவ 
ᾁறிᾺபிடᾷதᾰக அகராதிகளாᾁΆ .இᾰக᾵ᾌைரயி᾿ சᾱக இலᾰகியᾷதிιகான மிᾹ அகராதிைய 
உᾞவாᾰᾁΆ ேபாᾐ ஏιபᾌΆ ெமாழியிய᾿ᾲ சிᾰக᾿க῀ விவாதிᾰகᾺப᾵ᾌ῀ளன . 

இலᾰகணஇலᾰகணஇலᾰகணஇலᾰகண    அைடᾫஅைடᾫஅைடᾫஅைடᾫ    உᾞவாᾰᾁΆேபாᾐஉᾞவாᾰᾁΆேபாᾐஉᾞவாᾰᾁΆேபாᾐஉᾞவாᾰᾁΆேபாᾐ    ஏιபᾌΆஏιபᾌΆஏιபᾌΆஏιபᾌΆ    சிᾰக᾿க῀சிᾰக᾿க῀சிᾰக᾿க῀சிᾰக᾿க῀    

ெதா᾿காᾺபியᾞΆ நᾹᾕலாᾞΆ ெசாιகைளᾺ ெபய᾽, விைன, இைட, உாி என நாᾹகாகᾺ 
பᾁᾰகிᾹறன᾽ .இᾸ நாᾹᾁ வைகᾲ ெசாιகைள ஆஷ᾽ ஆᾠ வைகயாகᾫΆ தாமῄ ேலமᾹ எ᾵ᾌ 
வைகயாகᾫΆ ேகாதᾶடராமᾹ பᾷᾐ வைகயாகᾫΆ வைகᾺபᾌᾷதி உ῀ளன᾽ .இῂவாᾠ ெசாιகைள 
பலவாறாக வைகᾺபᾌᾷᾐவதா᾿ ஒேர ெபாᾞைளᾰ ᾁறிᾰᾁΆ ெசா᾿ᾤᾰᾁ ேவᾠ ேவᾠ இலᾰகணᾰ 
ᾁறிᾺᾗக῀ தரᾺப᾵ᾌகிᾹறன .எᾌᾷᾐᾰகா᾵டாக ‘அஃதாᾹᾠஅஃதாᾹᾠஅஃதாᾹᾠஅஃதாᾹᾠ’ எᾹற ெசா᾿ᾤᾰᾁᾷ தமி῁Ὰ 
ேபரகராதியி᾿ ‘விைனயைடவிைனயைடவிைனயைடவிைனயைட’ எᾹᾠΆ வரலாιᾠ ᾙைற தமி῁ இலᾰகியᾺ ேபரகராதியி᾿ ‘விைனவிைனவிைனவிைன’ 

எᾹᾠΆ ᾁறிᾰகᾺப᾵ᾌ῀ளᾐ . 
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ெபாᾐெபாᾐெபாᾐெபாᾐ ேபரகராதிேபரகராதிேபரகராதிேபரகராதி    ))))1924----36((((  
ெபᾞᾴெசா᾿லகராதி ெபᾞᾴெசா᾿லகராதி ெபᾞᾴெசா᾿லகராதி ெபᾞᾴெசா᾿லகராதி 

))))1998((((  

வரலாιᾠ ᾙைற தமி῁ வரலாιᾠ ᾙைற தமி῁ வரலாιᾠ ᾙைற தமி῁ வரலாιᾠ ᾙைற தமி῁ 
இலᾰகியᾺ ேபரகராதி இலᾰகியᾺ ேபரகராதி இலᾰகியᾺ ேபரகராதி இலᾰகியᾺ ேபரகராதி ))))2004((((  

அ ெபய᾽ ெபய᾽ ெபய᾽ 
அ இைட இைட இைட 
அᾰகா᾿   விைனயைட   
அஃகிய      விைன 

அஃகிய 
ᾒ᾵பΆ      ெபய᾽ 

அஃகிேயாᾹ     விைன 

அஃᾐ ᾆ᾵ᾌ ᾆ᾵ᾌ ெபய᾽ 
அஃேத   இைட இைட 
அஃதாᾹᾠஅஃதாᾹᾠஅஃதாᾹᾠஅஃதாᾹᾠ விைனயைடவிைனயைடவிைனயைடவிைனயைட விைனயைடவிைனயைடவிைனயைடவிைனயைட விைனவிைனவிைனவிைன 

 

ெபாᾞ῀ெபாᾞ῀ெபாᾞ῀ெபாᾞ῀    அைடᾫஅைடᾫஅைடᾫஅைடᾫ    உᾞவாᾰᾁΆேபாᾐஉᾞவாᾰᾁΆேபாᾐஉᾞவாᾰᾁΆேபாᾐஉᾞவாᾰᾁΆேபாᾐ    ஏιபᾌΆஏιபᾌΆஏιபᾌΆஏιபᾌΆ    சிᾰக᾿க῀சிᾰக᾿க῀சிᾰக᾿க῀சிᾰக᾿க῀        

ஒᾞ ெசா᾿ எᾷதைன இடᾱகளி᾿ வᾞகிறேதா அᾷதைன இடᾱகைளᾜΆ ெதாட᾽கᾦடᾹ எᾌᾷᾐ 
அவιைற ஆராᾼᾸᾐ ெபாᾞ῀ மாᾠபᾌΆ இடᾱகᾦΆ ெதாட᾽கᾦΆ ᾁறிᾷᾐᾰெகா῀ளᾺபட ேவᾶᾌΆ. 

சாᾹறாக 

 அட᾽அட᾽அட᾽அட᾽ 

எᾹᾔΆ ெசா᾿ 13 இடᾱகளி᾿ வᾞகிறᾐ  .11 இடᾱகளி᾿ “தகᾌதகᾌதகᾌதகᾌ” எᾹᾔΆ ெபாᾞளிᾤΆ 2 இடᾱகளி᾿ 
“அட᾽Ᾰதஅட᾽Ᾰதஅட᾽Ᾰதஅட᾽Ᾰத” எᾹᾔΆ ெபாᾞளிᾤΆ வᾞகிறᾐ .இைவ இரᾶᾌ ெபாᾞᾦᾰᾁΆ ஒῂெவாᾞ ேமιேகா῀ 
ெதாட᾽ ெகாᾌᾰக ேவᾶᾌΆ . 

 அட᾽அட᾽அட᾽அட᾽ 1. தகᾌ தகᾌ தகᾌ தகᾌ ::::“ᾒᾶ உᾞᾰᾁ உιற விளᾱᾁ அட᾽Ὰ பாᾶᾊ᾿ᾒᾶ உᾞᾰᾁ உιற விளᾱᾁ அட᾽Ὰ பாᾶᾊ᾿ᾒᾶ உᾞᾰᾁ உιற விளᾱᾁ அட᾽Ὰ பாᾶᾊ᾿ᾒᾶ உᾞᾰᾁ உιற விளᾱᾁ அட᾽Ὰ பாᾶᾊ᾿” (மைலமைலமைலமைல ----4((((  

  2. அட᾽Ᾰதஅட᾽Ᾰதஅட᾽Ᾰதஅட᾽Ᾰத : : : :“கட᾿ பைட ᾁளிᾺப மᾶᾊ அட᾽ ᾗக᾽கட᾿ பைட ᾁளிᾺப மᾶᾊ அட᾽ ᾗக᾽கட᾿ பைட ᾁளிᾺப மᾶᾊ அட᾽ ᾗக᾽கட᾿ பைட ᾁளிᾺப மᾶᾊ அட᾽ ᾗக᾽” (ᾗற ᾗற ᾗற ᾗற 6----12 ( ( ( (  

ஆனா᾿ ‘அக’ எᾹற ெசா᾿ ‘ெபயரைடயாகெபயரைடயாகெபயரைடயாகெபயரைடயாக’ வᾞΆேபாᾐ ஒᾞ ெபாᾞைளᾜΆ, ‘ேவιᾠைம உᾞபாகேவιᾠைம உᾞபாகேவιᾠைம உᾞபாகேவιᾠைம உᾞபாக’ 
வᾞΆேபாᾐ ேவெறாᾞ ெபாᾞைளᾜΆ தᾞகிறᾐ .ேவιᾠைம உᾞபாகேவιᾠைம உᾞபாகேவιᾠைம உᾞபாகேவιᾠைம உᾞபாக’ வᾸᾐ தᾞகிᾹற ெபாᾞ῀ சᾱக 
இலᾰகியᾷ ெதாட᾽ எᾶᾎடᾹ அகராதிகளி᾿ தரᾺபடவி᾿ைல. 

ஆகேவ, சᾱக இலᾰகிய அகராதி தயாிᾰᾁΆ ேபாᾐ ஒᾞ ெசா᾿ அᾐ இடΆ ெபᾠகிᾹற அைனᾷᾐ 
ᾷெதாட᾽கைளᾜΆ )key word in Context ) இடᾷதிιேகιப ஆராᾼᾸᾐ ெபாᾞ῀கைள  )meanings ) 
அகராதியி᾿ பதிᾫெசᾼய ேவᾶᾌΆ. 
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கணிணியியᾢ᾿ ேந᾽ெபய᾽Ὰᾗᾲ ெசாιகᾦΆகணிணியியᾢ᾿ ேந᾽ெபய᾽Ὰᾗᾲ ெசாιகᾦΆகணிணியியᾢ᾿ ேந᾽ெபய᾽Ὰᾗᾲ ெசாιகᾦΆகணிணியியᾢ᾿ ேந᾽ெபய᾽Ὰᾗᾲ ெசாιகᾦΆ, ஒᾢெபய᾽Ὰᾗᾲ ஒᾢெபய᾽Ὰᾗᾲ ஒᾢெபய᾽Ὰᾗᾲ ஒᾢெபய᾽Ὰᾗᾲ 
ெசாιகᾦΆெசாιகᾦΆெசாιகᾦΆெசாιகᾦΆ 

இலᾰᾁவனா᾽ திᾞவ῀ᾦவᾹஇலᾰᾁவனா᾽ திᾞவ῀ᾦவᾹஇலᾰᾁவனா᾽ திᾞவ῀ᾦவᾹஇலᾰᾁவனா᾽ திᾞவ῀ᾦவᾹ 

Email: thiru2050@gmail.com 

  

அறிவிய᾿ ᾐைறகைளᾺ ᾗாிய ைவᾺபதιᾁΆ அறிᾸᾐ ெகா῀வதιᾁΆ ைகயாளᾺபᾌΆ கைலᾲெசாιக῀ 
தᾹ-விளᾰகமாᾜΆ எளிைமயாᾜΆ அைமய ேவᾶᾌΆ. அῂவாᾠ இ᾿லாᾲ ᾇழᾢ᾿, தவறாகᾺ ᾗாிᾸᾐ 
ெகா῀ளேவா விளᾱகாம᾿ ᾁழᾺபΆ அைடயேவா வாᾼᾺᾗக῀ ஏιபᾌகிᾹறன. எனேவ, விைரᾸᾐ 
வளᾞΆ கணிணியியᾢ᾿ ᾐைற வள᾽ᾲசிᾰேகιற கைலᾲெசா᾿ ெபᾞᾰகᾙΆ அைமய ேவᾶᾌΆ. 
இᾷதைகய கைலᾲ ெசா᾿ெபᾞᾰகᾷதிιᾁᾷ தைடயாக இᾞᾺபᾐ ெசா᾿ைலᾺ ᾗாிᾸᾐ ெகாᾶᾌ 
பைடᾰகாம᾿, ‘ெசா᾿ᾤᾰᾁᾲ ெசா᾿’ எᾹற ேந᾽ᾙைறயி᾿ ஆᾰகᾺபᾌΆ கைலᾲெசாιகᾦΆ தமி῁ᾲ 
ெசாιகைளᾰ ைகயாளாம᾿ ஒᾢெபய᾽Ὰᾗᾲ ெசாιகளாக ᾚலᾲ ெசாιகைளᾰ ைகயாளᾤமாᾁΆ. 
இவιைற உண᾽Ᾰᾐ, ᾗᾷதΆᾗᾐᾰ கைலᾲெசாιகைள நாᾦΆ உᾞவாᾰகᾫΆ, உᾞவாᾰகᾺப᾵ட கைலᾲ 
ெசாιகைளᾺ பயᾹபᾌᾷதᾫΆ நாΆ ᾙᾹவர ேவᾶᾌΆ. கைலᾲ ெசாιக῀ ᾆᾞᾱகியனவாகᾫΆ, 
அவιறிᾹ அᾊᾺபைடயி᾿ ேமᾤΆ ᾗதிய கைலᾲ ெசாιகைள ஆᾰக வாயிலாகᾫΆ அைமய ேவᾶᾌΆ. 

 

கணிணியியᾢ᾿ அைமᾜΆ கைலᾲ ெசாιகைளᾺ பிᾹவᾞமாᾠ பᾁᾰகலாΆ: 

1. ெபᾞΆபாᾹைமய᾽ தமிழி᾿ ைகயாᾦΆ ெசாιக῀: சாᾹறாக, ெபᾞΆபாᾹைமய᾽ ‘ேகாᾺᾗ’ எᾹேற 
எᾨதி வᾸதாᾤΆ, சிᾠபாᾹைமய᾽ ‘Lைப᾿’ எᾹேற ᾁறிᾺபிᾌவᾐ. 

2. சிᾠபாᾹைமய᾽ தமிழி᾿ ைகயாᾦΆ ெசாιக῀: சாᾹறாக ‘இᾶட᾽ெந᾵’ எனᾺ 
ெபᾞΆபாᾹைமயராᾤΆ, ‘இைணயΆ’ எனᾲ சிᾠபாᾹைமயராᾤΆ ைகயாளᾺபᾌவᾐ. 

3. ஆᾱகிலᾷ தைலᾺெபᾨᾷᾐᾲ ெசாιகைளேய ைகயாᾦத᾿. சாᾹᾠ: RAM, ROM 

4. அைனᾷᾐᾷ தரᾺபினᾞΆ ஆᾱகிலᾲ ெசாιகைளேய ைகயாᾦத᾿. modem - ேமாடΆ என᾿. சில᾽ 
ஆᾱகிலᾲெசாιகைளேய - ஆᾱகில வாிவᾊவᾱகைளᾰ ெகாᾶேட - தமி῁ᾰ க᾵ᾌைரயி᾿ 
பயᾹபᾌᾷத᾿.சாᾹᾠ: “Syntax error எᾹபᾐ எளிதான தவᾠ; Semantic error எᾹபᾐ கᾌைமயான 
தவறாᾁΆ." என ஆᾱகிலᾲ ெசாιகைள அῂவாேற ைகயாᾶᾌ῀ளைம. (இவιைற, ᾙைறேய 
‘அைமᾫᾷதவᾠ’, ‘ெபாᾞ῀ தவᾠ’ எனᾰ ᾁறிᾺபி᾵ᾊᾞᾰகலாΆ.)  

5. ஒῂெவாᾞவ᾽ ஒῂெவாᾞ வைகயாகᾰ ைகயாᾦத᾿. சில ேநரᾱகளி᾿ ஒᾞவேர ெவῂேவᾠ 
வைகயாகᾰ ைகயாᾦΆ ேந᾽ᾫΆ உ῀ளᾐ. சாᾹறாகᾰ, ‘கΆᾺᾝ᾵ட᾽’ எᾹபதιᾁᾰ கணிᾺெபாறி, 
கணிணி, கணினி, கணணி, கணிᾺபாᾹ, கணிᾺெபாறி இயᾸதிரΆ என ெவῂேவᾠ வைகயாகᾰ 
ைகயாள᾿. இவιைறᾷ தைலᾺபி᾿ ஒᾞ வைகயாகᾫΆ, உ῀ளடᾰகᾱகளி᾿ ேவᾠவைகயாகᾫΆ 
ைகயாᾦத᾿. அேதேபா᾿, ஒᾷத ெபாᾞᾦைடயதாᾼ ெவῂேவᾠ ெசாιகைளᾺ பயᾹபᾌᾷத᾿. 
சாᾹறாக, home எᾹபதιᾁ, ᾪᾌ, ᾙகᾺᾗ, மைன, இ᾿லΆ, தைலவாயி᾿ எᾹபன ேபாᾹᾠ பல 
வைகயாகᾰ ைகயாᾦத᾿. நைடᾙைறᾰᾁ ந᾿ல ெசாιக῀ வᾸᾐவி᾵டபிᾹᾔΆ ெகாᾲைசயாகᾰ 
ைகயாᾦத᾿. 

6. ᾆᾞᾱகிய கைலᾲெசா᾿லாக இ᾿லாம᾿, விளᾰகᾲ ெசாιெறாடராகᾰ ைகயாᾦத᾿. எ.கா.: 
debugging aids - பிைழ நீᾰக உதᾫΆ ெபாᾞ῀க῀ - பிைழ நீᾰᾁதவி எᾹᾠ ெசா᾿லலாΆ. bootstrap 
input program - கணணி உயி᾽Ὰᾘ᾵(ᾌ)ட᾿, உ῀ளீ᾵ᾌ தி᾵ட நிர᾿ - ெதாடᾰகᾷ தரᾫ நிகழி எᾹᾠ 
ெசா᾿லலாΆ. இᾞᾺபிᾔΆ (தமிழி᾿ எᾨதினா᾿தாேன ᾆᾞᾰகΆ, விாிᾫ எᾹெற᾿லாΆ ᾇழ᾿ 
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ஏιபᾌΆ;) ெபாᾐவாக ஆᾱகிலᾲ ெசாιகைளேய ைகயாᾦΆ ேபாᾰᾁ காணᾺபᾌவதா᾿, 
இவιறிιகான வாᾼᾺᾗ ᾁைறவாகேவ காணᾺபᾌகிᾹறன. ஆனா᾿, தமிழி᾿ அைமᾸதனவιᾠ῀ 
பல ேமᾤΆ எளிைமயாகᾫΆ ᾆᾞᾰகமாகᾫΆ அைமதேல நᾹᾠ.  

7. ெபாᾞ῀விளᾰகமான கைலᾲெசா᾿ைலᾰ ைகயாளாம᾿, ேநᾞᾰᾁேந᾽ ெமாழி ெபய᾽ᾷᾐᾰ 
ைகயாᾦத᾿. mouse எᾹறா᾿ ᾆᾶெடᾢ எᾹபᾐ ேபாᾹறைவ. 

8. தவறான ெசா᾿லாᾰகᾷைதᾰ ைகயாᾦத᾿. எ.கா.: barcode – ச᾵டᾰ ᾁᾩஉᾰᾁறி; bar எᾹறா᾿ 
ச᾵டΆ என bar council எᾹற ᾙைறயி᾿ எᾶணியிᾞᾸதாᾤΆ, frame எᾹᾠ ெபாᾞ῀ 
ெகாᾶᾊᾞᾸதாᾤΆ தவᾠதாᾹ. (ப᾵ைடᾰᾁறி எᾹᾠ ெசா᾿லலாேம!) 

9. ஒᾞ ெசா᾿ேல ெவῂேவᾠ ெபாᾞ῀களி᾿ ைகயாளᾺபᾌத᾿. எ.கா.: அைடயாளΆ அ᾿லᾐ சிᾹனΆ 
எᾹேற symbol, logo, icon ஆகிய ெசாιகைளᾰ ᾁறிᾷத᾿. தனிᾷ தனிᾲ ெசா᾿லாக ᾙைறேய 
ᾁறிᾛᾌ, ᾙᾷதிைர, ᾁறிᾜᾞ எனலாΆ. 

10. பிற அறிவிய᾿ ᾐைறᾲ ெசாιகைளᾰ ைகயாᾦத᾿. எᾌᾷᾐᾰகா᾵டாக, எᾶ- மதிᾺᾗக῀ கணᾰᾁᾷ 
ᾐைறயி᾿ ைகயாளᾺபᾌகிᾹறன. இᾱᾁΆ ைகயாளᾺபᾌகிᾹறன. ஆனா᾿, அᾱᾁΆ தமி῁ இ᾿ைல; 
இᾱᾁΆ தமி῁ இ᾿ைல. பிற அறிவிய᾿ ᾐைறகளி᾿ தமி῁ᾰகைலᾲெசாιகைளᾰ 
ைகயாᾶᾊᾞᾸதா᾿, அவιைறேய இᾷᾐைறயிᾤΆ ைகயாᾦவேத ஏιற ᾙைறயாᾁΆ.  

ேமιᾁறிᾷத ஒῂெவாᾞ வைகᾺபா᾵ᾊᾤΆ, கணிணிᾰ கைலᾲெசாιகைள ஆராᾼத᾿ இᾹைறய 
அᾊᾺபைடᾷ ேதைவயாᾁΆ. எனிᾔΆ நாΆ, இᾱᾁ ேந᾽ெபய᾽Ὰᾗᾲ ெசாιகைளᾜΆ ஒᾢெபய᾽Ὰᾗᾲ 
ெசாιகைளᾜΆ பιறி ம᾵ᾌΆ பா᾽ᾺேபாΆ. 

இவιᾠᾰᾁ ᾙᾹனதாகᾲ ெசா᾿லாᾰக ெநறிᾙைறக῀ ᾁறிᾷᾐᾰ கᾞᾷதி᾿ ெகா῀ள ேவᾶᾌΆ. எᾸத ஒᾞ 
ெசா᾿ᾤᾰᾁΆ தனிᾺப᾵ட ᾙைறயி᾿ ெபாᾞ῀ இ᾿ைல. அᾲெசா᾿ பயᾹபᾌΆ இடᾷதிιேகιபᾷதாᾹ 
அᾲெசா᾿ᾤᾰᾁᾺ ெபாᾞ῀ உᾶடாகிறᾐ. ெசா᾿ எᾹபᾐ ெபாᾞைளᾲ ᾆமᾸᾐ ெச᾿ᾤΆ ஊ᾽திதாᾹ. 
ᾁறிᾺபி᾵ட ᾇழᾢ᾿ எᾸத ஒᾞ ெபாᾞைள ெவளிᾺபᾌᾷᾐகிறேதா அᾐதாᾹ அᾸத இடᾷதி᾿ அᾸதᾲ 
ெசா᾿ᾢᾹ ெபாᾞளாகிறᾐ. அᾸதᾲெசா᾿ேல ேவᾠ இடᾷதி᾿ ேவᾠ ெபாᾞைள விளᾰᾁΆெபாᾨᾐ 
ெசா᾿ᾢᾹ ெபாᾞ῀ ேவறாகிᾹறᾐ. நீ᾽, தாᾹ இᾞᾰᾁΆ இடᾷதிιேகιற வᾊைவᾺ ெபᾠவᾐேபாᾹᾠ, 
ெசா᾿ᾤΆ இடᾷதிιேகιற உᾞைவᾜΆ வனᾺைபᾜΆ ெபᾠகிறᾐ எனலாΆ.  

எᾌᾷᾐᾰ கா᾵டாக soft ware, hard ware எᾹபவιைற ேந᾽ெபாᾞளி᾿ ெமாழி ெபய᾽ᾷᾐ ெமᾹெபாᾞ῀ 
அ᾿லᾐ ெமᾹமி, வᾹெபாᾞ῀ அ᾿லᾐ வᾹமி எᾹᾠ ெசா᾿வᾐ தவறாᾁΆ. பயᾹபா᾵ᾌ 
அᾊᾺபைடயி᾿ கணியΆ, கᾞவியΆ எனᾰ ᾁறிᾺபிᾌவேத ᾙைறயாᾁΆ. இைவ ேபாᾹேற சாᾺᾌகாᾺபி 
(soft copy) எᾹᾠΆ ஆ᾽ᾌகாᾺபி (hard copy) எᾹᾠΆ ெசா᾿லᾺபᾌவன ᾙைறேய ெமᾹபᾊ எᾹᾠΆ 
வᾹபᾊ எᾹᾠΆ ᾁறிᾰகᾺபᾌவᾐΆ தவறாᾁΆ. சாᾺᾌேவ᾽ எᾹபைதᾰ கணியΆ எᾹறாᾤΆ சாᾺᾌகாᾺபி 
எᾹபைத நாΆ கணிணியி᾿ கா᾵சியாகᾰ காᾎΆ பᾊ எᾹற ெபாᾞளி᾿ கா᾵சிᾺபᾊ எᾹᾠΆ 
அᾲᾆᾺபᾊயாக நாΆ எᾌᾰᾁΆ ஆ᾽ᾌகாᾺபி எᾹபைத அᾲᾆᾺபᾊ அ᾿லᾐ ைகᾺபᾊ எᾹᾠΆ ெசா᾿ᾤவேத 
ᾙைறயாᾁΆ. தவறான தமி῁ᾲ ெசா᾿லாᾰகᾱக῀ ᾁறிᾷᾐ எ῀ளி நைகயாᾌவேதாᾌ நிιகாம᾿, சாியான 
ெசா᾿லாᾰக ᾙயιசியி᾿ ஈᾌப᾵ᾌ அவιைறᾺ பᾊᾺேபாாிைடேய பரᾺப ேவᾶᾌΆ. 

தமி῁ ெமாழியி᾿ - உᾞவாᾰகᾺபᾌΆ ‘ெதாட᾽ ெசாιக῀’ உாிய பயᾹபா᾵ைட இழᾸᾐ விᾌகிᾹறன. 
‘பயᾹபாᾌ இ᾿லாத ெசா᾿ இᾞᾸᾐ பயᾹ எᾹன? நாΆ கைலᾲ ெசாιகைள உᾞவாᾰᾁவதᾹ ேநாᾰகΆ, 
அைவ அயι ெசாιகைள யகιறி அ᾿லᾐ அயιெசாιகᾦᾰᾁ இடᾸதராம᾿ நிᾹᾠ நிைலᾷᾐᾺ ெபாᾞ῀ 
தரேவᾶᾌΆ எᾹபேத! எனேவ ᾆᾞᾱகிய எளிய ெசாιகைளேய ைகயாள᾿ ேவᾶᾌΆ. நைடᾙைறயி᾿ 
வழᾱகᾺபᾌΆ பழᾴெசாιகைளᾜΆ ᾗைனயᾺபᾌΆ ᾗᾐᾲெசாιகைளᾜΆ பயᾹபᾌᾷதி உயி᾽Ὰᾘ᾵ட 
ேவᾶᾌΆ. ஆகேவ, கைலᾲ ெசா᾿லாᾰகᾷதி᾿ ஈᾌபᾌΆ ெபாᾨᾐ, (ᾚலᾲ) ெசா᾿ᾤᾰᾁ ேநரான 
(ெபய᾽Ὰᾗᾲ) ெசா᾿ைல அைமᾰகாம᾿, (ᾚலᾺ)ெபாᾞᾦᾰᾁ ஏιற (ெபய᾽Ὰᾗᾲ) ெசா᾿ைலேய ஆᾰக 
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ேவᾶᾌΆ. ெசா᾿ ெசறிவாᾜΆ ெசῂவிதாᾜΆ இᾞᾷத᾿ ேவᾶᾌΆ. பᾶபா᾵ᾌᾺ பிᾹனணிையᾰ 
கᾞᾷதி᾿ ெகாᾶᾌ ஆᾰகᾺபட ேவᾶᾌΆ. ‘ᾁᾹறᾰ ᾂற᾿’ ᾙதலான ᾓιᾁιறᾱக῀ பᾷᾐΆ ’ᾆᾞᾱகᾲ 
ெசா᾿ல᾿’ ᾙதலான ᾓ᾿ அழᾁக῀ பᾷᾐΆ ெசா᾿ᾤᾰᾁΆ மிகᾺ ெபாᾞᾸᾐΆ. 

"ெசா᾿ᾤக ெசா᾿ைலᾺ பிறிேதா᾽ெசா᾿ அᾲெசா᾿ைல 
ெவ᾿ᾤΆ ெசா᾿ இᾹைம யறிᾸᾐ." 

எᾔΆ திᾞᾰᾁறைள நிைனᾸᾐ தᾰக ெசா᾿ைலᾷ ெதாிᾫ ெசᾼய ேவᾶᾌΆ. அயιெசா᾿ கலᾺைப 
அறேவ நீᾰக ேவᾶᾌΆ. உாிய ெசா᾿ கᾶடறிᾜΆ இைடேநரᾷதி᾿ அயιெசா᾿ைலᾺ பயᾹபᾌᾷத 
ேவᾶᾊய தவி᾽ᾰக இயலா ேந᾽ᾫகளி᾿ ெபய᾽Ὰᾗ ெமாழியிᾹ வாிவᾊவிேலேய எᾨத ேவᾶᾌΆ. 

கணிணியியᾢ᾿ தιேபாᾐ நைடᾙைறயி᾿ உ῀ள தவறான ெசா᾿லாᾰகᾱகைளᾜΆ (அைடᾺபி᾿ 
உ῀ளன) உாிய ெபாᾞளி᾿ எῂவாᾠ ᾁறிᾺபிட ேவᾶᾌΆ எᾹபனவιைறᾜΆ பிᾹவᾞமாᾠ 
அளிᾰகிᾹேறᾹ. விாிᾫ அ᾿லᾐ விளᾰகΆ ேவᾶᾌேவா᾽ ᾙᾨைமயான க᾵ᾌைரையᾺ பᾊᾷᾐᾺ பயᾔற 
ேவᾶᾌகிேறᾹ. (மிᾹவாியி᾿ ெதாட᾽ᾗெகாᾶடா᾿ ᾙᾨᾰ க᾵ᾌைர அளிᾰகᾺபᾌΆ) ஒᾢ ெபய᾽Ὰᾗᾲ 
ெசாιகைளᾜΆ ஆᾱகிலᾷ தைலᾺ ெபᾨᾷᾐᾲ ெசாιகைளᾜΆ ைகயாᾦவைதᾷ தவி᾽ᾰக இைவ ᾐைண 
ᾗாிᾜΆ. 

ஒᾢ ெபய᾽Ὰᾗᾲ ெசாιக῀ஒᾢ ெபய᾽Ὰᾗᾲ ெசாιக῀ஒᾢ ெபய᾽Ὰᾗᾲ ெசாιக῀ஒᾢ ெபய᾽Ὰᾗᾲ ெசாιக῀ 

Bit–(பி᾵; ᾐᾶᾌ)> ஓ᾽மி Garbage–(ᾁᾺைப)>ேதைவயிᾢ 
Byte – எᾶமி Gate(வாயி᾿)>இᾌவாᾼ 
NIBBLE – நாᾹமΆ > நாᾹமி Joy stick -(மகி῁ ᾁᾲசி)> இயᾰகᾺ பிᾊ  
Bomb - (ᾁᾶᾌ)> அழிᾺபி Language-(ெமாழி)> விளΆபி 
Brush – (ᾗᾞᾆ, ᾑாிைக)> மிᾹனிைக Lifeware–(உயி᾽Ὰெபாᾞ῀)> ெசயᾢய᾽ 
Bug – (ᾘᾲசி)> பிைழ Motion capture – (நக᾽ᾫ/அைசᾫ, 

சிைறᾺபிᾊᾺᾗ)> அைசᾫ 
கவ᾽ᾫ/அைசᾫஈ᾽Ὰᾗ 

Debugging–(ᾘᾲசிநீᾰகΆ)> பிைழ நீᾰக᾿ Menu– (ெமᾔ)> நிர᾿ 
Cache–(மைறᾫ, விைரᾫ)> இைடᾲேசமΆ Noise–(இைரᾲச᾿, சᾺதΆ)> ᾁᾠᾰகீᾌ 
Cell – (ெச᾿, சிιறைற)> அலககΆ Opensystems– (திறᾸதெவளி ᾙைறைமக῀)> 
Chain–(ெசயிᾹ,சᾱகிᾢ)> ெதாட᾽ விைன > 
ெதாடாி 

ெபாᾐைம ᾙைறைமக῀  

Chip–(ெசᾐᾰக᾿,சி᾿ᾤ)> சிமி῁ Prompt – (கா᾵ᾊ / ᾑᾶᾊ)> ᾁறிᾺᾗதவி 
Clock Pulses – (கᾊகாரᾷ ᾐᾊᾺᾗக῀)> 
பதிவாரᾷ ᾐᾊᾺᾗக῀ 

Raw data - (பᾲைச விவரΆ)> ᾚல விவரΆ 

CPU Handshaking - (சி.பி.ᾜ 
ைகெகாᾌᾷத᾿)> ைம.வ.அ.பாிமாιறி 

Scroll – (அழிᾺபாᾹ, திைர உᾞள᾿)> 
ᾆᾞைண 

Drill and practice – (ஓᾊᾺ பழᾁ)> பழகிᾺ 
பயி᾿ 

Slave application – (எᾌபிᾊ பிரேயாகΆ, / 
அᾊைம – ஆைணேக῀)> சா᾽ விைனᾺபாᾌ  

Dumb-(ஊைம)>சா᾽ ெசயᾢ Smart peripheral –(ெக᾵ᾊᾰகார ெவளிᾺᾗறᾺ 
பிாிᾫ)> திறᾹ ᾗறᾰ கᾞவி  

Dump-(திணி)>ேசம மாιறΆ Intelligent terminal – (ெக᾵ᾊᾰகார ᾙகᾺᾗ)> 
திறᾹ ᾙகᾺᾗ 

Error message - (பிைழᾲ ெசᾼதி)> வᾨ 
ᾁறிᾺபி 

Tree- (மரΆ)> கிைளᾺபி 

Face – (ᾙகΆ)> ᾙகᾺᾗ Forest – (காᾌ)> கிைளᾺபிᾷ திர῀  
Folder–(மடᾰகி)>அடᾱக᾿ Virus – (ைவரᾆ , நᾲᾆயிாி)> சிைதᾺபி 
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தைலᾺ ெபᾨᾷᾐᾲ ெசாதைலᾺ ெபᾨᾷᾐᾲ ெசாதைலᾺ ெபᾨᾷᾐᾲ ெசாதைலᾺ ெபᾨᾷᾐᾲ ெசாιக῀ιக῀ιக῀ιக῀ 

Baud – (ேபா(ஓ)᾵ / பாᾌ (ஓ᾽ அலᾁ) / பா᾵)> 
ᾙᾌᾁமானΆ  

DBMS– (ᾊபிஎΆஎᾆ) > விவரைணᾷ தள 
ேமலாᾶ ᾙைற; விவேம᾿ 

Biquinary- (பிᾰᾁனாி)>ஈைரமΆ DCE – (ᾊசிஇ) > விவரைணᾷ ெதாᾁᾺᾗᾰ 
கᾞவி; விவேம᾿ 

Capstan – (ேகᾺᾆடᾹ)> ᾆழιறி EBCDIC - (ஈபிசிᾊஐசி) > நீ᾵சி ஓ᾽மிᾰ 
ᾁறிᾛ᾵ᾌ பதிᾹமᾺ பாிமாιறᾰ ᾁறிᾛᾌ; 
நீ᾵ᾋᾌ 

Cartridge – (கா᾽ᾊாி᾵ᾆ)> ெபாதிᾜைற EDP - (ஈᾊபி) > மிᾹனᾎ விவரைண 
வைனமΆ; மிவிவைன 

Diode – (ைடேயாᾌ)> ஒᾞᾙகி ENIAC – (ஈனியாᾰ) > மிᾹனᾎ எᾶ 
ஒᾞᾱகிᾰ கணᾰகி; ஒᾞᾰகி 

Do-loop – (ᾍ ᾥᾺ)> மாᾠநிைலᾷ ெதாடாி EOF – (இஒஎஃᾺ) > ேகாᾺᾗ ᾙᾊᾫ; ேகா.ᾙ.  
Dongle – (டாᾱகி῀)> தவிாி EOM – (இஓஎΆ) > ெசᾼதி ᾙᾊᾫ; ெச.ᾙ.  
ESC Key / Escape key – (எῄᾰ கீ)> 
விᾌவிைச 

EOT-இஓᾊ) > மாιறீ᾵ᾌ ᾙᾊᾫ; மா.ᾙ. 

Fetch – (ெப᾵ᾲ)> ெகாண᾽ᾫ EPROM–(ஈᾺராΆ); அழிவᾁபᾊஏιறΆ; 
அழிஏιᾠ (அழிேயιᾠ) 

I/O Input / Output – (இᾹᾗ᾵/அᾫ᾵ᾗ᾵)> 
த/ெப; தரᾫ/ெபறᾫ 

Fortan - (ேபா᾽᾵ராᾹ)> விதி மாιறΆ; 

Paddle - (பாᾊ᾿)> ᾐᾌᾺபΆ Forth–(ேபா᾽ᾷᾐ)>விைரᾫ விளΆபி > 
விைரவி 

ABEND – (அெபᾹ᾵)> அ᾿ᾢய᾿ ᾙᾊᾫ; 
அ.ᾙ. 

HLL-(எᾲஎ᾿எ᾿) உய᾽நிைல விளΆபி; 
உ.நி.வி  

Abnormal termination - (திᾋ᾽ நிᾠᾷதΆ)> 
அ᾿ᾢய᾿ நிᾠᾷதΆ; அᾷதΆ 

IC–(ஐசி)> ஒᾞᾱகிைணᾸத மிᾹ ᾆιᾠ ; 
ஒᾞமிᾹ 

ADONIS – (அேடானிᾆ)> இ.த.ᾙ.க.; 
இைணதகᾫ 

IBM-PC – (ஐபிஎΆ பிசி)>பᾹனா᾵ᾌ 
வணிகᾺ ெபாறியᾷ  

ADP – (ஏᾊபி)> த.வி.வ.; தᾹவைனᾫ தனிய᾽ கணிணி; பவெபா தகணி 
ALGOL – (அ᾿காாிதΆ)> தீ.வி./தீ᾽விளΆபி INFLIBENT– (இᾹபிᾢெபᾶ᾵)> கணிணிᾷ 

தகவ᾿ வைலயைமᾺᾗ. ᾓι தக வைல 
APL – (ஏபிஎ᾿)> க.ெச.வி./கணிவிளΆபி; 
கணிவி 

IOCS - (ஐஓசிஎᾆ)>தரᾫ ெபறᾫ 
க᾵ᾌᾺபா᾵ᾌ ᾙைறைம ; த.ெப.க.ᾙ 

ASCII- (அᾆகி)> பாிᾛᾌ ISD - (ஐஎᾆᾊ)> அய᾿ ேநாி 
Basic Language – (ேபசிᾰ ெமாழி)>அறிᾙைற 
விளΆபி 

ISO - (ஐஎᾆஓ)> தரᾺபᾌᾷᾐᾺ பᾹனா᾵ᾌ 
அைமᾺᾗ; த.ப.அ. 

BBC MICRO – (பிபிசி ைமᾰேரா)> 
பிாி.ஒᾢ.கணி 

LISP–ᾢῄᾺ)>அ᾿ெலᾶ விவரவைனᾫ; 

BCD – (பிசிᾊ)> இᾞமᾰ ᾁறிᾛ᾵ᾌᾺ 
பதிᾹமΆ> 

விவைன 

இᾁமΆ Memory - (நிைனᾫ, நிைனவகΆ)>ஏιறΆ,  
BCPL - (பிசிபிஎ᾿)> வைனவி Modem – (ேமாடΆ)> தᾞவி 
BIOS – (பயாᾆ)> அᾊᾺபைடᾷ தரᾫ / ெபறᾫ MPU– (எΆ.பி.ᾜ)> ᾒᾶ வைனம 
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ᾙைற அலᾁ>ᾒ.வ.அ. 
அ.த.ெப.ᾙ. On-line- (ஆᾹைலᾹ)>  
CAD – (ேக᾵)> க.உ.வ./கணி வைர இைணநிைல 
CAI – (ேகᾼ)> க.உ.அ./கணிᾙைற Off-line– (ஆᾺைலᾹ)> அைணநிைல 
CAM – (ேகΆ)> க.உ.உ.; கணிᾷதி Pixel–(பிᾰெச᾿)> படᾰᾂᾠ 
CBX - (சி.பி.எᾰᾆ)> கணிᾰக᾵ᾌᾺபா᾵ᾌᾰ 
கிைள நிைலயΆ; கணிᾰகிைளயΆ 

PL/1-(பி.எ᾿.1)>நிகழி விளΆபி-1 

 Program – (அறிᾫᾠᾷத᾿) > நிகழி 
C-DAC - (சி-ேடᾰ)> கணிேமலΆ RPG - (ஆ᾽.பி.ஜி)> அறிᾰைக நிகழி 

உᾞவாᾰக விளΆபி; அறிநிவி 
CIM – (சி.ஐ.எΆ.)> கணிணிᾷ தரᾫ 
ᾒᾶபடΆ;கதᾒ. 

SBC– (எῄபிசி) > தனி அ᾵ைடᾰ 
கணிᾺெபாறி; த.அ.க.  

COBOL – (ேகாபா᾿)> ெபாᾐ வணிகᾙக 
விளΆபி; வணிவி 

SEA-ME-WE: (). ெதᾹகிழᾰᾁ ஆசிய,  

CPL - (சிபிஎ᾿)> ெதாᾁᾺᾗ நிகழி விளΆபி; 
ெதாநிவி 

மᾷதியᾰ கிழᾰᾁ ேமιᾁ ஐேராᾺபா; 
ெத.கி.ஆ-ம.கி.ேம.ஐ. 

CPL - (சிபிஎ᾿)> வாி ஒᾹறிιᾁ எᾨᾷᾐᾞ 
எᾷதைன; வ.எ.எ. 

WORM – (ேவா᾽Ά)ஒᾞᾙைற எᾨᾐ 
பᾹᾙைற பᾊ; ஒஎபப; எᾨபᾊ 

CPM – (சிபிஎΆ)> க᾵ᾌᾺபா᾵ᾌ நிகழி - 
ᾒᾶவைனமΆ; கநிᾒவைன. 

WYSIWYG – (விᾆவிᾰ)> காᾶபேத 
கிைடᾰᾁΆ; கா.கி. 

 

ைமᾰேரா, மி᾿ᾢ, நாேனா, ᾖᾰேகா, கிேலா, ெமகா, கிகா ᾙதலான அளைவகெள᾿லாΆ 
கணிணியியᾤᾰᾁ ம᾵ᾌேம உாியன அ᾿ல. கணᾰகறிவியᾢ᾿ இᾞᾸᾐ பயᾹபᾌᾷதᾺபᾌΆ 
ெபாᾐவான ெசாιகேள. இைவᾜΆ எ᾿லா இடᾱகளிᾤΆ தமிழிேலேய ᾁறிᾰகᾺபட ேவᾶᾌΆ. 
ேவᾠ ேவைல இ᾿ைலயா? உலகளாவிய கணᾰᾁᾲ ெசாιகைளᾺ பயᾹபᾌᾷத ேவᾶᾊயᾐதாேன! 
எᾹப᾽ சில᾽. உᾶைமயி᾿ பழᾸதமி῁நா᾵ᾊேலேய ேவᾠ எῂவினᾷதிᾤΆ இ᾿லாத அளᾫ 
மிகமிகᾰ ᾂᾌத᾿ மதிᾺபிᾤΆ (அனᾸதΆ 10 இᾹ 189 அᾌᾰᾁ) மிகமிகᾰ ᾁைறᾸத 
மதிᾺபிᾤΆ(ேத᾽ᾷᾐக῀ 1 / 2323824530227200000000) எᾶகைளᾺ பயᾹபᾌᾷதி வᾸதᾐ தமிழினேம! 
இᾹᾠΆ பல ெமாழியின᾽ தᾷதΆ ெமாழியிேலேய எᾶகைளᾰ ᾁறிᾺபி᾵ᾌ வᾞகிᾹறன᾽. 
அῂவாறிᾞᾰக நாΆ நாΆ பழᾴ ெச᾿வᾷைதᾰ ᾁᾺைபயி᾿ ேபாடாம᾿ ேபணிᾰ காᾷᾐᾺ 
பயᾹபᾌᾷᾐவேத சாியானதாᾁΆ. எனேவ, கணிணியி᾿ ᾁறிᾺபிடᾺபᾌΆ எᾶமதிᾺᾗகைளᾜΆ 
பிᾹவᾞமாᾠ தமிழிேலேய ᾁறிᾺபிடலாΆ. 

4 இᾞமΆ (4 Bits)   -  1 நாᾹமΆ (1 Nibble) 
8 இᾞமΆ (8 Bits)   -  1 எᾶமΆ (1 Byte) 
1024 எᾶமΆ (1024 Bytes)  -  1 அயிைர எᾶமΆ (1 Kilo Byte) 
1024 அயிைர எᾶமΆ (1024 K.B) - 1 மா அயிைர எᾶமΆ (1 Mega Byte)  
1024 மா அயிைர எᾶமΆ (1024 MB) -  1 ேபரயிைர எᾶமΆ (1 Giga Byte) 
1024 ேபரயிைர எᾶமΆ (1024 GB) -  1 மாᾺேபரயிைர எᾶமΆ (1 Tera Byte) 
1024 மாᾺேபரயிைர எᾶமΆ (1024 TB) -  1சீரயிைர எᾶமΆ(1 Petta Byte) 
1024 சீரயிைர எᾶமΆ (1024 PB) -  1 மாᾲசீரயிைர எᾶமΆ(1Exa Byte)  
1024 மாᾲசீரயிைர எᾶமΆ (1024 EB) - 1ெசῂவயிைர எᾶமΆ (1 Zeetta Byte) 
1024 ெசῂவயிைர எᾶமΆ (1024 ZB) - 1 மாᾲ ெசῂவயிைர எᾶமΆ (1Yotta Byte)  
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கீ῁ வாᾼ எᾶகைளᾜΆ பழᾸதமி῁ ᾙைறயி᾿ பிᾹவᾞமாᾠ ᾁறிᾰகலாΆ. 

deci- 10-1 கீ῁Ὰ பதிᾹ 

centi- 10-2 கீ῁ ᾓறᾹ  

milli- 10-3 கீ῁ அயிைர 

micro- 10-6 கீ῁ மீ அயிைர 

nano- 10-9 கீ῁ᾲ சிιறயிைர 

pico- 10-12 கீ῁ மீᾲ சிιறயிைர 

femto- 10-15 கீ῁ᾲ சீரயிைர 

atto- 10-18 கீ῁ மீᾲ சீரயிைர 

 

தமி῁ᾺபைடᾺᾗகளி᾿ அயι ெசாιகᾦΆ கிரᾸத எᾨᾷᾐ ᾙதலான அய᾿ எᾨᾷᾐகᾦΆ 
பயᾹபᾌᾷதᾰᾂடா. அைனᾷᾐᾷ ᾐைறகளிᾤΆ தமிழி᾿ எᾶᾎவதιᾁ வழி வᾁᾰᾁΆ வைகயி᾿ 
எளிய இனிய ெசῂவிய தமிழி᾿ எᾨத ேவᾶᾌΆ. அதιᾁ கணிணியைமᾺᾗகᾦΆ அறிவிய᾿ 
ᾐைற யைமᾺᾗகᾦΆ உதவ ᾙᾹவரேவᾶᾌΆ. 

ஆதᾢᾹ கைலயிய᾿ ஆ᾽வல᾽க῀, தமி῁Ὰᾗலைமய᾽, ெசா᾿லாᾰகெநறி ஆ᾵சிய᾽ ஆகிேயா᾽ 
ஒᾹறிைணᾸᾐ ᾗᾷதΆᾗᾐᾰ கைலᾲ ெசாιகைள உடேன உᾞவாᾰᾁΆ ᾙயιசியி᾿ ஈᾌபட 
ேவᾶᾌΆ. பழᾸதமி῁ᾲ ெசா᾿ வளᾷைத ᾪணாᾰகாம᾿ இΆᾙயιசிᾰᾁᾺ பயᾹபᾌᾷதிᾰெகா῀ள 
ேவᾶᾌΆ. கணிணியிய᾿ க᾵ᾌைரயாள᾽க῀, ᾓலாசிாிய᾽க῀, இதழாள᾽க῀, உைரயாள᾽க῀ 
ஆகிேயாᾞᾰᾁᾲ ெசா᾿லாᾰகᾺ பயிιசிக῀ அளிᾰக ேவᾶᾌΆ. தமி῁ᾰகைலᾲ ெசாιகைளᾺ 
பயᾹபᾌᾷᾐΆ ᾓ᾿கைள ம᾵ᾌேம பாட ᾓ᾿களாக ைவᾰக ேவᾶᾌΆ; கலᾺᾗ நைடையᾰ 
ைகவி᾵ᾌ ந᾿ல தமிழி᾿ எᾨதᾺபᾌΆ ᾓ᾿கᾦᾰᾁ ம᾵ᾌேம பாிᾆக῀ வழᾱக ேவᾶᾌΆ. 
‘இᾷதைகய விதி ெசᾼேவாΆ! அைத எᾸத நாᾦΆ காᾺேபாΆ!’ எᾹᾔΆ உᾠதி எᾌᾷᾐᾰ ெகா῀ள 
ேவᾶᾌΆ. ᾙயᾹறா᾿ ᾙᾊயாதᾐ என எᾐᾫΆ உᾶேடா? எனேவ, கணிணிᾲ ெச᾿வᾷைதᾷ 
தᾱᾁதைடயிᾹறிᾷ தமிᾨலகிιᾁ அளிᾺேபாΆ! ெசாιக῀ ᾗதியன ᾗைனேவாΆ! ᾓ᾿க῀ ᾗதியன 
பைடᾺேபாΆ! அᾹைனᾷ தமி῁ ேநாᾰகி நΆ ᾐைறயறிᾫᾺ பயணΆ இᾞᾰக ேவᾶᾌΆ. இᾸத 
வைகயி᾿ நாᾦΆ வள᾽ᾸᾐவᾞΆ கணிணியியᾢᾤΆ நιறமி῁ ᾙᾨைமயாᾼ ஆ᾵சி ெசᾼய 
ேவᾶᾌΆ எᾹபைத வᾢᾜᾠᾷதேவ இᾰக᾵ᾌைர. தவறான ெசா᾿லாᾰகΆ எᾹபᾐ தமிழிᾹ 
பிைழயᾹᾠ; தமிழனிᾹ பிைழேய எᾹபைத உண᾽ᾷதிᾷ திᾞᾷதேவ இᾰக᾵ᾌைர. 

 

அறிவிய᾿ ெச᾿வᾷைதᾲ ேச᾽ᾺேபாΆ! தமிைழᾲ ெசழிᾺபாᾰᾁேவாΆ! நாᾙΆ ெசழிᾺபாேவாΆ!
 வா῁க தமிழாக! வள᾽க நலமாக! 
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Critical editions of Tamil works 

Exploratory survey and future perspectives 
[Jean-Luc Chevillard, CNRS, University Paris-Diderot Paris 7] 

<http://www.linguist.univ-paris-diderot.fr/~chevilla/> 

 

Abstract: this paper will deal with the topic of variation in ancient Tamil texts. It does not 

offer a technical (software) solution for that problematic question. It is rather the exposition, 

through several examples, of a recurring feature which requires attention and which is 

important for proper understanding of the history and transmission of those texts. Logical 

frameworks, such as the one provided by the Text Encoding Initiative (TEI), exist, but 

software tools for comfortably dealing with the situation remain a desideratum. 

Various possible divisions for a treatise 

In this example, we imagine a user who wants to read the Tolkāppiyam Collatikāram (=TC) and who has 

acquired the text under several forms, one of them being the Project Madurai (=PM) file pm0100.pdf 

available on the internet3 and the others being several books, referred to as A, B, C, D, E, F and G.4 He 

counts the number of sūtra-s (cūttiram) and he realizes that the figures obtained differ (see chart 1): 

 PM A B C D E F G 

கிளவியாᾰகΆ 62 62 62 61 62 59 61 61 

ேவιᾠைமயிய᾿ 22 22 17 22 21 21 22 22 

ேவιᾠைம மயᾱகிய᾿ 35 35 35 34 35 33 34 35 

விளிமரᾗ 37 37 37 37 37 36 37 37 

ெபயாிய᾿ 43 43 43 43 43 41 43 43 

விைனயிய᾿ 51 51 49 51 51 54 51 51 

இைடயிய᾿ 48 48 48 48 48 47 48 48 

உாியிய᾿ 98 98 99 100 98 100 100 100 

எᾲசவிய᾿ 67 67 66 67 61 61 67 67 

Chart 1 

                                                           

3On the on the Project Madurai web site, we would find a text at the following URL: 
 <HTTP://WWW.PROJECTMADURAI.ORG/PM_ETEXTS/PDF/PM0100.PDF> (ெதா᾿காᾺபியΆெதா᾿காᾺபியΆெதா᾿காᾺபியΆெதா᾿காᾺபியΆ) 
4A IS THE 1981 NCBH REPRINT OF THE MURRAY RAJAM EDITION OF TOLKĀPPIYAM. B, C, D AND E ARE THE 

VOLUMES IN THE 2003 TAMIḻMAḻ PATIPPAKAM EDITION CONTAINING THE COLLATIKĀRAM WITH THE 

COMMENTARIES BY IḻAMPŪRAḻAR, CĒḻĀVARAIYAR, NACCIḻĀRKKIḻIYAR AND TEYVACCILAIYĀR. F IS THE 

TOLKĀPPIYAM IN THE PULIYŪR KĒCIKAN EDITION (ĀṟĀM PATIPPU, 1980) AND G IS THE TOLKĀPPIYAM ĀRĀYCCI 
KĀṟṟIKAIYURAI BY PĀVALARĒḻU CA. PĀLACUNTARAM (1988). 
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HE REALIZES UPON EXAMINING THE TEXT THAT THE REASON FOR THE DIFFERENCE IN 

THE COUNT OF SUTRAS LIES IN THE FACT THAT SOME TEXTS TAKE AS ONE SUTRA WHAT 

IS TAKEN AS TWO SUTRAS BY OTHER TEXTS. FOR INSTANCE, THE FOLLOWING CHART 

SHOWS SOME DIFFERENCE BETWEEN IḷAMPURAṇAR AND CEṉAVARAIYAR: 

ᾚᾹறாᾁவேத 

ஒᾌெவனᾺ ெபயாிய ேவιᾠைமᾰ கிளவி 

விைனᾙத᾿ கᾞவி அைனᾙதι றᾐேவ (TC73c) 

ᾚᾹறாᾁவேத 

ஒᾌெவனᾺ ெபயாிய ேவιᾠைமᾰ கிளவி 

விைனᾙத᾿ கᾞவி அைனᾙதι றᾐேவ 

அதனிᾹ இயற லதιறᾁ கிளவி 

அதᾹவிைனᾺ பᾌத லதனிᾹ ஆத᾿ 

அதனிι ேகாட᾿ அதெனாᾌ மயᾱக᾿ 

அதேனா ᾊையᾸத ஒᾞவிைனᾰ கிளவி 

அதேனா ᾊையᾸத ேவᾠவிைனᾰ கிளவி 

அதேனா ᾊையᾸத ஒᾺப ெலாᾺᾗைர 

இᾹனாᾹ ஏᾐ ஈᾱெகன வᾟஉΆ 

அᾹன பிறᾫΆ அதᾹபால எᾹமனா᾽. (TC73i) 

அதனிᾹ இயற லதιறᾁ கிளவி 

அதᾹவிைனᾺ பᾌத லதனிᾹ ஆத᾿ 

அதனிι ேகாட᾿ அதெனாᾌ மயᾱக᾿ 

அதேனா ᾊையᾸத ஒᾞவிைனᾰ கிளவி 

அதேனா ᾊையᾸத ேவᾠவிைனᾰ கிளவி 

அதேனா ᾊையᾸத ஒᾺப ெலாᾺᾗைர 

இᾹனாᾹ ஏᾐ ஈᾱெகன வᾟஉΆ 

அᾹன பிறᾫΆ அதᾹபால எᾹமனா᾽.(TC74c) 

Chart 2 

Various possible authoritative readings for a treatise 

IN THIS EXAMPLE, WE IMAGINE OUR USER MAKING A MORE DETAILED COMPARISON 

BETWEEN THE VERSIONS OF THE TEXT TRANSMITTED BY THE COMMENTATORS. HE IS 

COMPARING THIS TIME THE WORDING TRANSMITTED BY IḷAMPURAṇAR AND 

PERACIRIYAR FOR THE LAST SUTRA INSIDE THE MARAPIYAL, WHICH IS THE LAST 

CHAPTER INSIDE THE TOLKAPPIYAM PORUḷATIKARAM. THE DIFFERENCES ARE GIVEN IN 

CHART 3A, 3B AND 45: 

Chart 3a  List A1: TP656i list (the 32 தᾸதிரᾫᾷதி as per Iḷampūraṇar's reading) 

(I1) ᾒதᾢயᾐ அறித᾿, (I2) அதிகார ᾙைற, (I3) ெதாᾁᾷᾐᾰ ᾂற᾿, (I4) வᾁᾷᾐ ெமᾼᾸ நிᾠᾷத᾿, (I5) 
ெமாழிᾸத ெபாᾞேளா ெடாᾹற ைவᾷத᾿, (I6) ெமாழியாததைன ᾙ᾵ᾊᾹறி ᾙᾊᾷத᾿, (I7) 

வாராததனாᾹ வᾸதᾐ ᾙᾊᾷத᾿, (I8) வᾸதᾐ ெகாᾶᾌ வாராதᾐ ᾙᾊᾷத᾿, (I9) ᾙᾸᾐ ெமாழிᾸததᾹ 

தைலதᾌமாιᾠ, (I10) ஒᾺபᾰ ᾂற᾿, (I11) ஒᾞதைல ெமாழி, (I12) தᾹேகா᾵ ᾂற᾿, (I13) உடΆெபாᾌ 
ᾗண᾽ᾷத᾿, (I14) பிறᾹ உடΆப᾵டᾐ தாᾹ உடΆபᾌத᾿, (I15) இறᾸதᾐ காᾷத᾿, (I16) எதிரᾐ 
ேபாιற᾿, (I17) ெமாழிவாΆ எᾹற᾿, (I18) ᾂறிιᾠ எᾹற᾿, (I19) தாᾹ ᾁறியிᾌத᾿, (I20) ஒᾞதைல 
அᾹைம ᾙᾊᾸதᾐ கா᾵ட᾿, (I21) ஆைண ᾂற᾿, (I22) ப᾿ ெபாᾞ᾵ᾁ ஏιபிᾹ ந᾿லᾐ ேகாட᾿, (I23) 

                                                           

5These charts are adapted from charts found pp.82-83 in Chevillard [2009], “The Metagrammatical Vocabulary 
inside the Lists of 32 Tantrayukti-s and its Adaptation to Tamil”, in Wilden, Eva (Ed.), Between Preservation 
and Recreation: Proceedings of a workshop in honour of T.V. Gopal Iyer, Collection Indologie – 109, 
IFP/EFEO, Pondicherry.  
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ெதாᾁᾷத ெமாழியாᾹ வᾁᾷதன᾽ ேகாட᾿, (I24) மᾠதைல சிைதᾷᾐᾷ தᾹ ᾐணிᾗ உைரᾷத᾿, (I25) 
பிறᾹ ேகா῀ ᾂற᾿, (I26) அறியாᾐ உடΆபட᾿, (I27) ெபாᾞ῀ இைடயிᾌத᾿, (I28) எதி᾽ ெபாᾞ῀ 
உண᾽ᾷத᾿, (I29) ெசா᾿ᾢᾹ எᾲசΆ ெசா᾿ᾢயாᾱᾁ உண᾽ᾷத᾿, (I30) தᾸᾐ ᾗண᾽Ᾰᾐ உைரᾷத᾿, (I31) 
ஞாபகΆ ᾂற᾿, (I32) உᾼᾷᾐᾰெகாᾶᾌ உண᾽ᾷத᾿. 

Chart 3b  List A2: TP665p list (the 32 தᾸதிரᾫᾷதி as per Pērāciriyar's reading) 

(P1) ᾒதᾢயᾐ அறித᾿, (P2) அதிகார ᾙைறைம, (P3) ெதாᾁᾷᾐᾰ ᾂற᾿, (P4) வᾁᾷᾐ ெமᾼᾸ நிᾠᾷத᾿, 
(P5) ெமாழிᾸத ெபாᾞேளா ெடாᾹற வῂவயிᾹ ெமாழியாததைன ᾙ᾵ᾊᾹறி ᾙᾊᾷத᾿, (P6) 
வாராததனாᾹ வᾸதᾐ ᾙᾊᾷத᾿, (P7) வᾸதᾐ ெகாᾶᾌ வாராதᾐ உண᾽ᾷத᾿, (P8) ᾙᾸᾐ ெமாழிᾸததᾹ 

தைலதᾌமாιᾠ, (P9) ஒᾺபᾰ ᾂற᾿, (P10) ஒᾞதைல ெமாழித᾿, (P11) தᾹேகா᾵ ᾂற᾿, (P12) ᾙைற 
பிறழாைம, (P13) பிறᾹ உடΆப᾵டᾐ தாᾹ உடΆபᾌத᾿, (P14) இறᾸதᾐ காᾷத᾿, (P15) எதிரᾐ 
ேபாιற᾿, (P16) ெமாழிவாΆ எᾹற᾿, (P17) ᾂறிιᾠ எᾹற᾿, (P18) தாᾹ ᾁறியிᾌத᾿, (P19) ஒᾞதைல 
அᾹைம, (P20) ᾙᾊᾸதᾐ கா᾵ட᾿, (P21) ஆைண ᾂற᾿, (P22) ப᾿ ெபாᾞ᾵ᾁ ஏιபிᾹ ந᾿லᾐ ேகாட᾿, 
(P23) ெதாᾁᾷத ெமாழியாᾹ வᾁᾷதன᾽ ேகாட᾿, (P24) மᾠதைல சிைதᾷᾐᾷ தᾹ ᾐணிᾗ உைரᾷத᾿, 
(P25) பிறᾹ ேகா᾵ ᾂற᾿, (P26) அறியாᾐ உடΆபட᾿, (P27) ெபாᾞ῀ இைடயிᾌத᾿, (P28) எதி᾽ 
ெபாᾞ῀ உண᾽ᾷத᾿, (P29) ெசா᾿ᾢᾹ எᾲசᾴ ெசா᾿ᾢயாᾱ ᾁண᾽ᾷத᾿, (P30) தᾸᾐ ᾗண᾽Ᾰᾐ 
உைரᾷத᾿, (P31) ஞாபகΆ ᾂற᾿, (P32) உᾼᾷᾐᾰெகாᾶᾌ உண᾽த᾿ 

As seen by comparing these two charts, each list has 32 items, but only 24 of them are found identical 

in both lists, although their rank may differ. The discrepancies are the following: 

I2 and P2, I8 and P7, I11 and P10, and I32 and P32 differ slightly. 

 I13 (உடΆெபாᾌ ᾗண᾽ᾷத᾿) is unique to List A1 

P12 (ᾙைற பிறழாைம) is unique to List A2 

 I5 (ெமாழிᾸத ெபாᾞேளா ெடாᾹற ைவᾷத᾿) and I6 (ெமாழியாததைன ᾙ᾵ᾊᾹறி ᾙᾊᾷத᾿) are 
combined into P5 (ெமாழிᾸத ெபாᾞேளா ெடாᾹற வῂவயிᾹ ெமாழியாததைன ᾙ᾵ᾊᾹறி ᾙᾊᾷத᾿) 

 I20 (ஒᾞதைல அᾹைம ᾙᾊᾸதᾐ கா᾵ட᾿) is broken into P19 (ஒᾞதைல அᾹைம) and P20 (ᾙᾊᾸதᾐ 
கா᾵ட᾿) 

Combining the two lists alphabetically, we see that a list of 32 tantiravutti-s has become a list of 40 

items 
1. atikāra muṟai, I2 21. TĀṉ KUṟIYIṭUTAL, I19, P18 
2. ATIKĀRA MUṟAIMAI, P2 22. TOKUTTA MOḻIYĀṉ VAKUTTAṉAR KŌṭAL, I23, P23 
3. AṟIYĀTU UṭAMPAṭAL, I26, P26 23. TOKUTTUK KŪṟAL, I3, P3 
4. ĀṇAI KŪṟAL, I21, P21 24. NUTALIYATU AṟITAL, I1, P1 
5. IṟANTATU KĀTTAL, I15, P14 25. PAL PORUṭKU ĒṟPIṉ NALLATU KŌṭAL, I22, P22 
6. UṭAMPOṭU PUṇARTTAL, I13 26. PIṟAṉ UṭAMPAṭṭATU TĀṉ UṭAMPAṭUTAL, I14, P13 
7. UYTTUKKOṇṭU UṇARTAL, P32 27. PIṟAṉ KŌṭ KŪṟAL, I25, P25 
8. UYTTUKKOṇṭU UṇARTTAL, I32 28. PORUḷ IṭAIYIṭUTAL, I27, P27 
9. ETIR PORUḷ UṇARTTAL, I28, P28 29. MAṟUTALAI CITAITTUT TAṉ TUṇIPU URAITTAL, I24, 

P24 
10. ETIRATU PŌṟṟAL, I16, P15 30. MUṭINTATU KĀṭṭAL, P20 
11. OPPAK KŪṟAL, I10, P9 31. MUNTU MOḻINTATAṉ TALAITAṭUMĀṟṟU, I9, P8 
12. ORUTALAI MOḻI, I11 32. MUṟAI PIṟAḻĀMAI, P12 
13. ORUTALAI MOḻITAL, P10 33. MOḻINTA PORUḷŌṭU OṉṟA VAITTAL, I5 
14. ORUTALAI AṉMAI MUṭINTATU KĀṭṭAL, I20 34. MOḻINTA PORUḷŌṭU OṉṟA VAVVAYIṉ MOḻI-
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YĀTATAṉAI MUṭṭIṉṟI MUṭITTAL, P5 
15. ORUTALAI AṉMAI, P19 35. MOḻIYĀTATAṉAI MUṭṭIṉṟI MUṭITTAL, I6 
16. KŪṟIṟṟU EṉṟAL, I18, P17 36. MOḻIVĀM EṉṟAL, I17, P16 
17. COLLIṉ ECCAM COLLIYĀṅKU UṇARTTAL, I29, P29 37. VAKUTTU MEYN NIṟUTTAL, I4, P4 
18. ÑĀPAKAM KŪṟAL, I31, P31 38. VANTATU KOṇṭU VĀRĀTATU UṇARTTAL, P7 
19. TANTU PUṇARNTU URAITTAL, I30, P30 39. VANTATU KOṇṭU VĀRĀTATU MUṭITTAL, I8 
20. TAṉKŌṭ KŪṟAL, I12, P11 40. VĀRĀTATAṉĀṉ VANTATU MUṭITTAL, I7, P6 

Chart 4 (Items in Lists A1 AND A2) [I = IḷAMPURAṇAR; P = PERACIRIYAR] 

Providing dual texts, with metrical and simplified readings 

WE NOW EXAMINE A SITUATION WHERE A TEXT IS AVAILABLE UNDER TWO FORMATS, A TRADITIONAL ONE, 

WHERE IT APPEARS AS AN INSTANCE OF A SPECIFIC METRICAL FORM, AND A SIMPLIFIED ONE, WHERE THE CIR-S 

ARE NO LONGER RECOGNIZABLE AND THE SANDHI RULES ARE NOT RESPECTED. GOOD EXAMPLES OF SUCH A 

SITUATION ARE THE HYMNS TO CIVAṉ WHICH ARE CONTAINED IN THE TEVARAM. WE CONSIDER FOR 

INSTANCE: 

ெசᾸெந᾿ அΆ கழனிᾺ பழனᾷᾐ அயேல ெசᾨΆ 
ᾗᾹைன ெவᾶ கிழியி᾿ பவளΆ ᾗைர ᾘᾸதராᾼ 
ᾐᾹனி, ந᾿ இைமேயா᾽ ᾙᾊ ேதாᾼ கழᾣ᾽! ெசாᾣ᾽--- 
பிᾹᾔெசᾴசைடயி᾿ பிைற பாΆᾗஉடᾹ ைவᾷதேத? (TEV. 2-1_1) 

and 

ெசᾸெந லᾱகழ னிᾺபழ னᾷதய ேலெசᾨΆ 
ᾗᾹைன ெவᾶகிழி யிιபவ ளΆᾗைர ᾘᾸதராᾼ 
ᾐᾹனி, ந᾿ᾢைம ேயா᾽ᾙᾊ ேதாᾼகழ ᾣ᾽ெசாᾣ᾽ 
பிᾹᾔ ெசᾴசைட யிιபிைற பாΆᾗடᾹ ைவᾷதேத? (Tēv. 2-1_1) 

The first presentation is the text as it appears inside the Digital Tēvāram CD6 and the second 

presentation is the one found for instance on the Project Madurai site (as PM0157.pdf), where the 

pattern ேதமா ᾂவிளΆ ᾂவிளΆ ᾂவிளΆ ᾂவிளΆ appears on each line7 and where word boundaries 
are not respected. 

Critical edition of a classical text 

WE HAVE DISCUSSED IN PAR. 2 THE EXAMPLE OF A TEXT FOR WHICH THERE ARE WIDELY DIVERGENT 

READINGS, EACH BASED ON THE AUTHORITY OF AN ANCIENT SCHOLAR. A MORE GENERAL SITUATION IS THE 

PREPARATION OF A CRITICAL EDITION, DEFINED IN THE FOLLOWING WAY BY GOODALL [2000],8 

 “Since this expression is today so variously understood among Indologists, I must state what I 

understand by it. A critical edition is an editor’s reconstruction of a text as he supposes it to have been 

at a particular time in its transmission (. . . ). Although it is a hypothesis, it is made on the basis of all 

evidence for the wording of the text that the editor can consult (ideally all surviving evidence) and by 

                                                           

6V.M. Subramanya Aiyar, Chevillard, J.-L., S.A.S. Sarma, Digital Tēvāram. Kaṟiṟit Tēvāram, Collection 
Indologie n° 103, IFP / EFEO, 2007 
7ACCORDING TO THE 1991 TĒVĀRAM ĀYVUT TUṟAI, T.V.GOPAL IYER, COLLECTION INDOLOGIE N° 68.3, IFP, 
PONDICHERRY, THE METER IS KALINILAITTUṟAI. 
8“Problems of Name and lineage: relationships between South Indian authors of the Saiva Siddhânta”, Journal of 
the Royal Asiatic Society, 10/2, p. 205-216.  
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an editor who has striven to understand as far as possible the ideas of the author(s) as well as the 

relationships between the sources that make up that evidence, and it is equipped with an apparatus 

that reports all of that evidence that is relevant to the constitution of the text (in some cases this means 

all the evidence). Such editions, as yet all too rare, are invaluable tools for all who are interested—

from any perspective—in texts and their transmissions.” (pp. 214-215, fn.38, op.cit.) 

In the case of Tamil classical texts, a recent example of critical edition is Wilden[2008],9 which is based 

on 5 Manuscripts and 5 printed editions of the Naṟṟiṇai, and provides all the readings found in those 

sources. 

Existing protocols for dealing with the situation 

I could present more examples but those provided here should suffice for the present purpose. In all 

those cases, it should be clear that the knowledge concerning the various forms has to be preserved 

and that choosing one form and eliminating the others will impoverish the scholarly community. This 

raises two different questions: 1. how to encode a text when it is a dual (or “plural”) text? 2. how to 

allow the user to manipulate and to read that complex text comfortably? Fortunately, some progress 

has been made towards answering those questions, thanks to the members of a collective endeavour 

called the “Text Encoding Initiative”10. It is to be desired that the intellectual adventure which was 

started by the inspired pioneers of the Project Madurai, emulating the Project Gutenberg, will in the 

future be continued by the younger generations, eager to preserve their rich heritage, in all its 

complexity, thanks to ever more powerful tools. 

                                                           

9Wilden, Eva, 2008, Naṟṟiṟai / a critical edition and an annotated translation of the Naṟṟiṟai, Ecole 
française d'Extrême-Orient : Tamiḻmaḻ patippakam, Pondicherry / Chennai (3 vol.) 
10The goals of that consortium are found on the following web site: <http://www.tei-c.org/index.xml>: "The Text 
Encoding Initiative (TEI) is a consortium which collectively develops and maintains a standard for the 
representation of texts in digital form. Its chief deliverable is a set of Guidelines which specify encoding 
methods for machine-readable texts, chiefly in the humanities, social sciences and linguistics. Since 1994, the 
TEI Guidelines have been widely used by libraries, museums, publishers, and individual scholars to present texts 
for online research, teaching, and preservation. [...]" 
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The English Dictionary of the Tamil Verb 

What can it tell us about the structure of Tamil? 

Harold F. Schiffman 

University of Pennsylvania 

 

The English Dictionary of the Tamil Verb was undertaken because of a number of needs that were not 

being met by existing or previously-extant English-Tamil dictionaries. The main goal of this dictionary 

is to get an English-knowing user to a Tamil verb, irrespective of whether he or she begins with an 

English verb or some other item, such as an adjective; this is because what may be a verb in Tamil may 

in fact not be a verb in English, and vice versa. The web and DVD versions of this dictionary are 

searchable, so that if a particular English verb the user wants a Tamil equivalent for is not one of the 

main entries, inputting the search item should take the user to the English synonym file, which will 

give the user the Tamil verb. For example, we do not have a main entry for ‘pounce' but this item does 

appear as a synonym for ‘jump, leap', and some other verbs, so searching for ‘pounce' will get the user 

to a Tamil verb. The search engine provided for the web version on the DVD also allows the user to 

search for Tamil verbs with advanced search methods such as ends in, begins with, part of, contains 

etc., and this is where some interesting new insights about the structure of the Tamil lexicon can be 

found, and which I want to concentrate on in this paper. 

Syntactic Complexity of the Verb Phrase Because the Tamil verb is morphologically complex, and the 

verb phrase therefore syntactically very complex, we decided to focus only on the Tamil verb. Tamil 

nouns are, in contrast, morphologically fairly simple and the noun phrase is remarkably 

uncomplicated--Tamil nouns have no gender distinctions (except where there is biological gender), no 

agreement, and no marking of adjectives as to number or gender. The Tamilnadu government has 

spent much time and energy creating lexica and glossaries for various modern usages for Tamil, but 

from what we can gather, these have mainly generated new nominal terminology, not verbs. This is 

partly because Literary Tamil cannot borrow verbs easily, i.e. it cannot take a 'foreign' word and add 

Tamil morphological material to it, such as tense marking and person-number-gender marking, which 

all Tamil finite verbs must have.  

So what does Tamil do if it needs a new verb? In the past, Tamil did borrow verbs from Sanskrit, but 

that is now frowned upon, and it no longer does so. It also, according to Fabricius (1972), has a few 

borrowings from Telugu, but that also seems to have ceased.  

Past participle plus main verb. One simple way to make a new verb in Tamil is to take the past 

participle of another verb and preface it to a main verb. Such examples as collikkoṭu ‘teach’ are 
constructed by taking the past participle of collu ‘say’ and prefacing it before the main verb koṭu ‘give.’ 
Other examples, such as taḷḷi vai ‘postpone’, taḷḷippooḍu ‘put off’, and many others like this abound in 
Tamil and can be found by perusing our entries.  

Noun plus verb. Another way to make a new verb is to take a noun and follow it by a main verb. In 

the past, only Tamil nouns were used, but increasingly, borrowed nouns (Tamil can borrow nouns, 

even if it can’t borrow verbs) are used. An example of the older type might be kuṟṟam collu ‘say blame’, 
which of course gives us a verb ‘blame.’ That this phrase is closely bound together is shown by the fact 

that even though collu is transitive, the noun kuṟṟam is not marked for accusative case. More ‘modern’ 
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examples of this type of noun-verb compounding would be ḍaunlooḍ paṇṇu which of course combines 
a noun borrowed from English (download) plus a common verb meaning ‘make’ or ‘do’: paṇṇu. 
Searching our database for examples of this type, using either paṇṇu or cey, both of which mean ‘make’ 
or ‘do’, which reveal dozens if not hundreds of examples.  

Making an intransitive verb Transitive 

Most grammars of Tamil have discussed the transitivity status of Tamil verbs as being a case of either 

transitive or intransitive, i.e., as if this distinction were exactly parallel to that of English or some other 

western language. Actually any cursory examination of the Tamil verb will reveal that the semantic 

distinction so clearly marked in the morphology, i.e., the distinction between pairs like ooḍu and 
ooṟṟu which is usually glossed as ‘run' vs. ‘cause to run' or ‘run of one's own volition' vs. ‘run 

something' is not as simple when all the verbs of the language have been taken into account. Some 

researchers on Tamil, such as Paramasivam 1979, have rejected the dichotomy between transitivity 

and intransitivity as inadequate for Tamil, and have opted for a distinction known as ‘affective' vs. 

‘effective', which is felt to more adequately capture the distinction. We have opted to stick with the 

transitivity/ intransitivity distinction, however, because it is our experience that American students, 

at least, if they have any familiarity with this distinction, know it in this way, rather than as ‘affective/ 

effective.'  

In fact Hopper and Thompson (1982) show that verbs must be scaled for their degree of transitivity, 

since ‘blaming' or ‘seeing' is in some sense less transitive than ‘breaking' or ‘killing', actions which 

have a definite effect on an object, whereas to be blamed or seen does not affect the ‘target' of the 

action in the same way. Thus to refer to uḍai as an intransitive kind of breaking since the process or 
person who caused the breaking is not known is also not as neat a distinction as one would like, even 

though the morphology of Tamil gives us two uḍai’s--one ‘intransitive', i.e. without known agent, as in 
kaṇṇaaḍi uḍaintatu (spoken kaṇṇaaḍi oḍenjadu) ‘the glass broke', the other ‘transitive', as in avan 
kaṇṇaaḍiyai uḍaittaan (spoken avan kaṇṇaaḍiye oḍeccaan) ‘He broke the glass.' These ‘intransitives' are 
also usually possible only with a third-person, often neuter, ‘subject,' i.e. ‘glass.' Yet to think of glass as 

the ‘subject' of ‘intransitive' breaking but as the object or target of transitive breaking (when the agent 

of the action is known), is illogical.  

Our solution to this problem is to issue caveats but not to attempt a wholesale reclassification or 

scaling of transitivity for the Tamil verbs. We continue to use the (probably archaic) bipolar scale of 

transitivity, with the two uḍai's above given the traditional intransitive/transitive' labels, often with 
information about restrictions on person and number of ‘subject.' Were it not for the fact that Tamil 

usually marks the distinction between intransitive and transitive morphological differences in the 

tense-marking of the two types, and that there are tense markers for all tenses in Tamil (unlike English, 

where only the past is morphologically marked) it would not be obvious to most non-Tamils that 

distinctions must be kept separate. English, for example, has only a small set of verbs that are paired 

in this way, one being transitive and the other intransitive. Even these (sit/set, lie/lay, fall/fell, 

rise/raise) are not kept separate by many speakers. In Tamil either the stem itself is different (such as 

the (c)vc/(c)vcc- type exemplified by ooḍu/ooṭṭu ‘run' vs. ‘drive' or there is an alternation (c)vNC-
/(c)vCC- (as with tirumpu/tiruppu ‘return'), or the differences are marked in the tense markers, 

usually with weak types for intransitive and strong types for transitive. Similarly, there are verbs with 

ngu/kku contrast as in aḍangku/aḍakku ‘control’, toḍangku/toḍakku ‘begin’. There are also some 
occasional cases of verbs with vu/ppu contrasts like paravu ‘fan out’ vs. parappu ‘spread’. More work 
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needs to be done on the ways that Tamil marks the distinction between transitive/ effective and 

intransitive/affective verbs; since the database for this dictionary can be easily searched, we hope 

future researchers will use it to look at various lexical patterns that have yet to be analyzed or 

described for Tamil. A search I did many years ago in the Fabricius database to see how many pairs of 

the tirumbu/tiruppu type existed came up with hundreds of pairs11.  

This feature of making a new verb with past participle of main verb, like collikkoṭu ‘teach’ and taḷḷi vai 
‘postpone’, taḷḷi pooḍu ‘put off’ as noted above, is common in the verbal system of most Indic 
languages and is often referred to as creating a ‘compound' verb. By this is meant the use of two verbs 

adjoined in such a way that only the last one has tense and person-number-gender marking, while the 

previous one(s) occurs in a form known in Tamil as an ‘adverbial participle' (which is commonly 

referred to by the abbreviation AVP.) Thus where English or other languages might conjoin two 

sentences such as ‘I went to the store' and ‘I saw him' to get ‘I went to the store and saw him' Tamil 

(and other Indic languages) typically has a sentence like ‘Having gone to the store, I saw him', i.e. naan 

uurukkup pooy, avaraip paartteen. To complicate matters, aspectual verbs are also adjoined in this way, 

with the aspectual verb marked for tense and PNG, but not the lexical verb, which occurs in the AVP 

form. Beyond this, we also find that verbs are compounded in this way to in effect create new lexical 

verbs; since Tamil does not borrow verbs easily from other languages, it creates new ones by 

combining existing verbs, e.g. the verb ‘teach' can be rendered as collikkoḍu ‘say and give; having said, 
give.' Sometimes, such forms make homonymous pairs between lexical compounds and their 

corresponding verbal inflections as in koḍuttu viḍu ‘send’ vs. ‘give away’; eḍuttu viḍu ‘untuck’ vs. ‘take 
away’ etc. Former type of meanings are a case of compound formation where as the later are verbal 

inflections with aspectual auxiliary ‘viḍu’. Interestingly, spoken version of these forms have a way of 
distinguishing this meaning distinction by lengthening the final vowel for the cases of compound 

forms but not for inflections. Thus, koḍuttuuḍu is for ‘send’ and koḍuttuḍu is for ‘give away’; eḍuttuuḍu 
is for ‘untuck’ and eḍuttuḍu is for ‘take away’.  

The process of ‘derivation’. One of the ways languages have to innovate new vocabulary is by the 

grammatical process known as derivation. The term ‘derivation’ is also used to refer to deriving 

something from something else historically, but by morphological derivation I mean the process of 

creating a new form, e.g. by making a verb out of a noun, or a noun out of a verb. English is very good 

at this type of thing, e.g. the verb ‘to fedex’ which of course is derived from the noun Fedex, which is 

an abbreviation of ‘Federal Express.’ Tamil has a number of derivational processes that are semi-

productive, such as ways to make nouns out of verbs by the addition of a suffix: veṟu ‘hate’ + ppu → 
veṟuppu ‘hatred.’12 What has not been studied so well in Tamil is the process of derivation of new 
verbs from nouns or from combinations of nouns, verbs, and various derivational suffixes. 

A study of the verbs in this dictionary will show that a large number of them have been ‘created' this 

way, either with aspectual verbs, or with other lexical verbs, or both. Certain lexical verbs tend to 

recur often in these combinations, especially when the result is a transitive verb: 

• aakku ‘make s.t. become';  

• uuṭṭu ‘feed, nourish'  
• celuttu ‘make s.t. go'.  

                                                           

11 This is summarized in “Causativity and the Tamil Verbal Base” (Schiffman 1976) 
12 See Schiffman 2005 for more on deverbal nominal derivation in Tamil. 
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The last example here is instructive, because it itself is an example of an intransitive verb made 

transitive by the addition of –uttu, which is a common way to create transitive verbs. 

But it is even more interesting because cel alone does not occur in Spoken Tamil; but as a derived 

transitive, seluttu is acceptable in spoken when combined with other verbs, though not with nouns as 

the object. Again, this phenomenon needs to be studied; attention to it will reveal other interesting 

patterns, such as the fact that when viḻu ‘fall' is made transitive by adding -uttu what we get is a form 
with a long vowel, but with only ttu suffixed to it: viiḻttu ‘bring down, make s.t. fall, defeat,'. Another 
common verbalizer is paḍuttu ‘cause to be made' even though paḍu as a marker of passive is not used 
in ST. This verb then becomes a general ‘causativizer'13 in Tamil, which, combined with other verbs in 

their AVP form, is found widely throughout the entries here. Another very common example of this is 

the verb naḍa ‘run, walk' which can be made causative by adding -ttu, i.e. naḍattu ‘run something, 
make s.t. go, operate'. What was not obvious to me beforehand was the existence of many other verbs 

like this, such as the following:  

• taaḻ ‘be ruined, decline' → taaḻttu ‘ruin, destroy'. By the addition of aspect markers, such as koḷ 
‘self-benefactive' we can get taaḻttikkoḷ ‘make lower, discredit, degrade, debase, devalue; 
cheapen, abase, humble, humiliate, disgrace, dishonor; behave unworthily; humble o.s.'  

• aaḻ ‘be deep, profound' can be transitivized by adding ttu to get aaḻttu ‘put to shame; further, 
with various aspect markers, other forms can be derived, such as aaṟttikkoḷ ‘involve o.s. deeply 
in; throw o.s. into s.t., immerse o.s. in.’ 

• nikaḻ means ‘resemble, be similar to’; by the addition of ttu we get nikaḻttu meaning ‘create, 
form, work (a miracle), deliver (a speech)' 

• kaviḻ means ‘turn upside down, invert (o.s.)(intr.)' and by the addition of ttu we can get kaviḻttu 
‘derail; overturn or upset s.t., as a boat; turn over, turn upside down, upend, flip/tip/keel 

over'  

Notice incidentally that in the last few examples, the last sound in the basic stem is the ‘retroflex 

frictionless continuant’ ḻ, symbolized in the Tamil orthography as ῁. Why this sound should be so 
commonly found in these kinds of verbs seems strange, but needs perhaps to be investigated. Another 

transitivizer already mentioned is the verb uuṭṭu ‘feed, nourish, imbue, instill, infuse, provide, nourish, 
inject or introduce new life or interest into s.t.' which, in combination with certain verbs (or nouns) 

expressing emotions, makes new verbs that mean something like ‘propagate, contribute to, create or 

intensify an emotional state'. In the examples below, we either get a lexical noun such as uyir ‘life, life-

breath' compounded with uuṭṭu or we get nouns that have been derived from verbs, plus uuṭṭu. 

• veṟuppu ‘hatred' → veṟuppuuṭṭu 'fan the fires of hatred'. Note that veṟu is itself a verb; veṟuppu is 
a nominalization formed on the base of veṟu which is a transitive verb (6 tr) meaning ‘hate.' 

• uyiruuṭṭu ‘animate, breathe life into, enliven, spark, perk up, liven up, freshen (up)' 
• ninaivuuṭṭu ‘call forth/up; bring back to (the) mind; remind; recollect' 
• makiḻcciyuuṭṭu ‘cheer up; inspire or encourage with cheer; make happy; gladden; inject some 

life into s.o. or s.t., stimulate; (inf.) tickle s.o. pink' 

                                                           

13 By this is meant that it can be used to make an intransitive verb transitive, or a non-causative verb causative. 
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• aruvaruppuuṭṭu ‘cause loathing, aversion or nausea; cause s.o. to feel hate; offend the senses or 
sensibilities; make dizzy' 

• mayakkamuuṭṭu ‘drive mad, crazy' 
• kacappuuṭṭu ‘embitter, make bitter; cause to feel disappointed, hostile or bitter' 
• caktiyuuṭṭu ‘energize, give energy to; make energetic' 
• calippuuṭṭu ‘irk, weary or annoy; bother; irritate, gall, pique, nettle, exasperate, try s.o.'s 

patience; anger, infuriate, madden, incense, get on s.o.'s nerves; antagonize, provoke.'14  

Other Verbalizers: the case of aḍḍḍḍi 

Another interesting verbalizer involves the use of the main verb aḍḍḍḍi,which of course means ‘beat, tap’. 
When combined with nouns or other verbs, however, we get some interesting examples. An older use 

of aḍḍḍḍi that retains the notion of ‘beating’ or ‘tapping’ is tandi aḍi, which means ‘send a telegram’ 
(literally ‘beat-wire’). But other uses of aḍi are more interesting. Another common usage is veyil aḍi as 
in veyil aḍikkudu ‘(sun) beats down’ 

Compare the following: 

boor paṇṇu ‘bore (a hole)’  vs. boor aḍi ‘be boring’ 
kaappi paṇṇu ‘make a copy’ vs. kaappi aḍi ‘cheat; copy illegally’ 
taṇṇi kuḍi ‘drink water’  vs. taṇṇi aḍi ‘drink (alcohol) in excess’ 

Other uses, such as romba ḍall aḍikkriinga ‘(you) seem gloomy, downcast’ show that certain usages of 
aḍi are definitely negative, or at least pejorative, and that we should not be surprised to find other 
examples like this. 

The verb eḍḍḍḍu used ‘inchoatively.’ Another interesting usage is that of the verb eḍu, which has the 
basic meaning ‘take.’ But in combination with certain nouns, it means ‘begin to experience X’, e.g.: 

daaham eḍu ‘begin to feel thirsty’  
paci eḍu ‘begin to feel hungry’ and 
vali eḍu ‘begin to feel pain.’  

Enrichment of lexical stock 

Some verbs tend to expand their shades of meanings using one of the verbalizers as noted above 

especially to empower the use of language in various genres such as in poems, novels, speeches etc. 

 taaḻ ‘come down’ - taaḻvu aḍai - taaḻvu koḷ - taaḻnduviḍu etc. 
vaaḻ ‘live’ - vaaḻvu peṟu - vaaḻkkai peṟu etc.  
aḻu ‘cry’ - kaṇṇiir viḍu ‘shed tears’ - kaṇṇiir malku ‘fill with tears’ etc.  

A Tamil Thesaurus?  

Another idea for future research that emerged during the preparation of this dictionary was that while 

Tamil lacks a thesaurus, i.e. a dictionary similar to Roget's Thesaurus of English (Kipfer and Chapman 

2001), which groups words by their similarity of meaning, into ‘fields of knowledge', the database of 

this dictionary could be used to construct a first-step towards a Tamil Thesaurus.  

                                                           

14 More examples of combinations involving uu��u are found in Appendix 1. 
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This could be done by sorting words according to the general synonyms they are provided with. One 

of the main features of this dictionary is that most main entries are provided with one or more 

synonyms--verbs similar in meaning to the main entry. Originally many of these synonyms were 

separate entries but because of considerations of space and volume needed for sound files, we 

consolidated many examples into synonym files. But some general features were planned in advance. 

When I was in the early stages of planning this dictionary, and when studying the verbs in Fabricius' 

Tamil-English Dictionary (1972), I noticed that for every verb that had some kind of meaning associated 

with sound, he provided the synonym cattam pooḍu, i.e. ‘make a sound.' We have continued this 
tradition, so every verb that involves making a sound is provided by the same synonym cattam pooṟu. 

If the database were searched for this synonym, a large number of verbs having to do with 'making a 

sound' would emerge, and could be brought together under one rubric for the purpose of the 

thesaurus. Similar studies could be done for other verbs, by first calculating the frequency of certain 

synonyms, and then sorting by synonym, rather than main entry. Thus a rudimentary Thesaurus for 

Tamil would emerge, which could be enlarged by consulting other electronic resources for Tamil.  
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Appendix 1: Examples involving derivation using uuṭṭṭṭṭṭṭṭu 
1. ‘alert’ eccarippuuṭṭu 
2. ‘comic, be’ sirippuuṭṭu 
3. ‘irk’ salippuuṭṭu 
4. ‘dishearten’ soorvuuṭṭu 
5. ‘dreadful, be’ tikiluuṭṭu, ericcaluuṭṭu 
6. ‘flavor’ vaasaneyuuṭṭu 
7. ‘animate’ uyiruuṭṭu 
8. ‘mammal’ paaluuṭṭum piraaṇi 
9. ‘gun, accelerate’ veekamuuṭṭu 
10. ‘happy, be’ uṟcaakamuuṭṭu 
11. ‘hopeful, be’ nambikkai uuṭṭu 
12. ‘imbue (with)’ peṟuppuṇarcciyai uuṭṭu 
13. ‘incendiary, be’ koopamuuṭṭum (peeccu) 
14. ‘infuse’ uṟcaakattai uuṭṭu 
15. ‘irritate’ ericcaluuṭṭu 
16. ‘localize’ iyaluuṭṭu 
17. ‘magnetize’ kaantavicai uuṭṭu 
18. ‘embellish’ aḻakuuṭṭu 
19. ‘shock’ atirciyuuṭṭu 
20. ‘sour, disgust, disenchante’ veṟuppuuṭṭu 
21. ‘mislead, throw s.o. off’ kuḻappiyuuṭṭu 

 
Appendix 2: derivation involving celuttu 

1. ‘active, be’   gavanam seluttu 

2. ‘skim’    kaṇṇooṭṭam seluttu 
3. ‘thrust, insert’  uuciyai seluttu  
4. ‘venerate’  mariyaatai seluttu 
5. ‘command’   atikaaram celuttu 
6. ‘dominate’   aatikkam seluttu 

7. ‘make payment’  paṇam celuttu 
8. ‘reverse, back up’ (vaṇḍiyaip) pinnaale celuttu  

 

Appendix 3: derivation involving aḍḍḍḍi 
1. ‘apply whitewash’    sunnambu aḍi 
2. ‘speak assertively’  aḍiccu peecu 
3. ‘blow (hard)’   (kaattu) veehamaa aḍiccadu; viici aḍi 
4. ‘belt (s.o.)’   oongi aḍi 
5. ‘bilk (s.o.)’   koḷḷe aḍi    

6. ‘blast’    sedayaḍi 
7. ‘rate (storm)’   viici aḍi 
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8. ‘bore (s.o.)’   boor aḍi 
9. ‘bustle about (cooking)’  padariyaḍiccu kiṭṭu (same) 
10. ‘butter up; apple-polish’ aayil aḍi 
11. ‘catcall, heckle’  ciiḻkkai aḍi  

12. ‘caterwaul’   puunai poola aḍi 
13. ‘defeat’   tooṟkaḍi 

 

Appendix 4: Software to search/browse Dictionary 
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